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Motivation

In the last ~20 years we have had an explosion of large `statistical’ 
surveys of galaxies, sampling their emission from the ultraviolet to 
the infrared/radio, with surveys spanning most of the history of the 
Universe, and pushing towards increasingly higher redshifts. 

e.g., local galaxy surveys: 
SDSS [+GALEX, WISE, etc] 
(Kauffmann+2003, Brinchmann+2004, Chang+2015, Salim+2016) 

e.g., multi-wavelength local galaxy surveys [GALEX to Spitzer/Herschel] 
SINGS (Kennicutt+2003), KINGFISH (Kennicutt+2011), 
GAMA (e.g., Driver+2011) 

e.g., deep `cosmological surveys’ 
COSMOS (e.g., Capak+2007, Laigle+2016, Weaver+2022) 
3D-HST/CANDELS (Koekomoer+2011,Brammer+2012) 
now: JWST (and ALMA!) 

credit: ICRAR/
GAMA team
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Figure 6
Relative sizes of the regions on the sky observed in several important surveys of the distant Universe. The
two Great Observatories Origins Deep Survey (GOODS) fields, the Subaru Deep Field (SDF) and the
Extended Chandra Deep Field South (ECDFS) are shown on the left. Very-deep surveys such as the Hubble
Deep Field North (HDF-N) and the Hubble Ultradeep Field (HUDF) [Advanced Camera for Surveys
(ACS) area shown], which are embedded within the GOODS fields, can detect fainter galaxies, but cover
only very tiny regions on the sky. Other surveys such as the Cosmic Evolution Survey (COSMOS), the UK
Infrared Deep Sky Survey (UKIDSS), the Ultradeep Survey (UDS), the All-Wavelength Extended Groth
Strip International Survey (AEGIS), and the National Optical Astronomy Observatory (NOAO) Deep Wide
Field Survey cover wider regions of the sky, usually to shallower depths, i.e., with less sensitivity to very faint
galaxies. However, they encompass larger and perhaps more statistically representative volumes of the
Universe. The yellow boxes indicate the five fields from the Cosmic Assembly Near-Infrared Deep
Extragalactic Legacy Survey (CANDELS), each of which is embedded within another famous survey area.
The image in the background shows a cosmological N-body simulation performed within the MultiDark
project (see http://www.multidark.org/MultiDark/), viewed at z = 2, more than 10 Gyr ago. The colors
represent the matter density distribution in a slice 43-Mpc thick, or !(z) = 0.03 at that redshift, and all
lengths are given in comoving units for h = 0.7. Small surveys may sample under- or overdense regions,
whereas larger surveys can average over density variations, but may not be sensitive to the ordinary,
relatively faint galaxies that are most numerous in the Universe. Averaging over redshift intervals that are
greater than that shown in the background figure will smooth over density variations, but for any redshift
binsize cosmic variance will be smaller for wider surveys or when a survey is divided into fields sampling
multiple, independent sightlines.

or add new observational information. One should thus be cautious compiling results from many
different studies: Although the analyses are independent, the data used and the actual galaxies
measured may not be different. For example, the SFHs of GOODS-South and COSMOS are
particularly well studied, but true cosmic variance due to clustering in those fields will not cancel
out from one analysis to another.

4.1. UV Surveys
The largest number of analyses of the cosmic SFRD have used rest-frame UV continuum mea-
surements, largely because the method is quite sensitive (see Figure 1) and can be applied over a
very broad range of redshifts. Rest-frame FUV (1,500 Å) SFRs at 1.4 < z < 6 can be measured
using optical photometry that is (relatively) easily obtained with ground-based or HST imaging.
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credit: ICRAR/GAMA and ESO

A local galaxy from the GAMA survey 

The multi-wavelength view of galaxies 

Appendix B
Multiwavelength Thumbnails

Figure B1 shows multiwavelength image cutouts centered at
the location of the ASPECS 1.2 mm sources.

Figure B1. Multiwavelength postage stamps toward the 35 ALMA dust continuum detections from the ASPECS LP survey. From left to right, we show an optical/
NIR false-color composite (F435W/F850LP/F105W) and individual images in the F850LP and F160W bands, the IRAC channel 1, and ALMA at 1.2 mm.
(An extended version of this figure is available.)
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Aravena et al., 2020

We now have access to the multi-wavelength spectral energy 
distributions of galaxies across cosmic time, from the UV to the 
(sub-)millimetre/radio. 

z~1-3 galaxies from the ASPECS survey 

A challenge: obtaining matched photometry across all wavelengths



(simplified) spectral energy distribution of a star-forming galaxy

increasing redshift

young stars, 
dust

old stars

dust

SNe, ionized gas

ionized gas
molecular gas

Spitzer HerschelHST ALMA/VLA/PdBI SKA

JWST

Observed multi-wavelength emission 
(UV, optical, infrared, radio)

Spectral energy distribution model

Physical parameters: 
star formation rate (history?) 

stellar mass 
stellar & gas-phase metallicity 

dust attenuation 
dust mass, dust temperature 

AGN properties

Galaxy formation and evolution 
model / theory predictions

The need for SED models 



Ingredients
1) Stellar emission 

2) Interstellar medium 

3) AGN 

4) ‘Cosmological effects’



Stellar emission

1) Isochrones (i.e. stellar 

evolution) 

2) Initial mass function 

3) Spectral libraries 

4) Star formation histories 

• parametric/non-parametric 

• continuous/bursty 

5) Metallicity evolution

Bruzual & Charlot (2003)

spectrum of a SSP at a given age 
= 

IMF-weighted sum of the spectra 
of stars along the isochrone 
(location in the HR diagram) at 
that age
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‘tau-models’ realistic SAM SFHs
Points: 1048 (down to H=23) 3D-HST 
galaxies in GOODS-South

(Pacifici+2015)

6 C. Pacifici, E. da Cunha, S. Charlot et al.

Figure 2. Optical-NIR color-color diagrams comparing the two observed samples with the three model libraries. The photometric sample and the emission-
line sample (including galaxies with at least one emission line detected with S/N> 5 in equivalent width) are represented by gray filled circles and black
crosses, respectively; open circles indicate objects for which the error in at least one of the two colors is larger than 0.2 dex. The contours show the three
model libraries: ‘basic library’ (left-hand column, orange), computed with exponentially-declining SFHs, fixed metallicity, simple dust attenuation and no
nebular emission lines (Section 3.1.1); ‘P12 without emission lines’ (middle column, green), computed with physically-motivated star formation and chemical
enrichment histories, and sophisticated dust attenuation modelling (Section 3.1.2); ‘P12’ (right-hand column, blue), same as previous, but including nebular
emission lines (Section 3.1.3). In each panel, the three contours mark 50%, 16% and 2% of the maximum density. While the basic models span only a limited
range in color-color space, our most sophisticated model library (P12) can cover the datasets at all redshifts.

library without emission lines can cover reasonably well the bulk
of the observations at all redshifts, which shows the importance of
extending the SFH and dust attenuation parameter spaces (in par-
ticular compared to the basic library). Few observed galaxies fall
outside the contours of this model library, most likely because of
the contamination by the emission lines in the WFC3 bands. The
P12 library, which accounts for the contamination by the emission
lines in the broad bands, spans a very wide range in color-color
space compared to the other two libraries. This library allows us to

cover reasonably well the observed colours, with the exception of
some fairly red galaxies with large photometric errors.

Although the emission-line sample includes only galaxies
with detectable emission lines, it is not biased towards the strongest
starbursts. Due to the selection in equivalent-width S/N, it includes
also those massive galaxies with good signal-to-noise of the con-
tinuum and relatively faint emission lines. The global properties of
the two sample are thus quite similar.
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‘tau-models’ realistic SAM SFHs
Points: 1048 (down to H=23) 3D-HST 
galaxies in GOODS-South

We need complex (realistic) 
SFHs to reproduce the 
observed HST colours of 
galaxies!

(Pacifici+2015)

6 C. Pacifici, E. da Cunha, S. Charlot et al.

Figure 2. Optical-NIR color-color diagrams comparing the two observed samples with the three model libraries. The photometric sample and the emission-
line sample (including galaxies with at least one emission line detected with S/N> 5 in equivalent width) are represented by gray filled circles and black
crosses, respectively; open circles indicate objects for which the error in at least one of the two colors is larger than 0.2 dex. The contours show the three
model libraries: ‘basic library’ (left-hand column, orange), computed with exponentially-declining SFHs, fixed metallicity, simple dust attenuation and no
nebular emission lines (Section 3.1.1); ‘P12 without emission lines’ (middle column, green), computed with physically-motivated star formation and chemical
enrichment histories, and sophisticated dust attenuation modelling (Section 3.1.2); ‘P12’ (right-hand column, blue), same as previous, but including nebular
emission lines (Section 3.1.3). In each panel, the three contours mark 50%, 16% and 2% of the maximum density. While the basic models span only a limited
range in color-color space, our most sophisticated model library (P12) can cover the datasets at all redshifts.
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Interpreting observations of 3D-HST galaxies with appropriate spectral models 11

Figure 6. Comparison between constraints of physical parameters derived for all 1048 galaxies in the 3D-HST photometric sample using the CLSC (top
panels, in orange) and P12nEL (bottom panels, in green) model spectral libraries to those obtained using the most sophisticated P12 library. In each box, the
big panel show the comparison between the medians of the PDFs, and the small panel represents the difference between the uncertainties (half of the 16-to-84
percentile). The shades, from dark to light, mark 75, 50, 30, 10, and 1% of the maximum density. The black contours mark 50% of the maximum density. In
the top part of each big panel, we show also the average uncertainty in three bins. Each column represents a different physical parameter: stellar mass, star
formation rate, and optical depth of the dust from left to right. The use of simple exponentially declining SFHs (CLSC) can cause strong biases on both the
stellar mass and the star formation rate. The uncertainties on physical parameters estimated using this library may appear to be artificially narrow, hiding the
fact that the models span a too narrow range in specific SFR and mass-to-light ratio. Not including the emission lines in the broad-band fluxes (P12nEL) can
induce a slight overestimate of the SFR, but does not strongly affect the estimates of stellar mass.

Table 2. Differences between median-likelihood estimates and uncertainties of mass, star formation rate, and optical depth of the dust when comparing
constraints with different libraries as shown in Figure 6: P12 vs. basic (left) and P12 vs. P12 without emission lines (right).

P12 − basic P12 − P12 w/o EL
bias ∆ uncertainty bias ∆ uncertainty

16% 50% 84% 16% 50% 84% 16% 50% 84% 16% 50% 84%
log(M∗/M") -0.37 -0.16 0.01 -0.01 0.03 0.08 -0.06 0.00 0.13 -0.08 -0.01 0.02
log[ψ/(M"yr−1)] 0.11 0.58 1.71 -0.01 0.17 0.55 -0.64 -0.13 0.15 -0.38 -0.07 0.11
τ̂V -0.91 -0.05 1.23 -0.07 0.13 0.62 -0.45 -0.07 0.15 -0.18 -0.01 0.19
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Interstellar 
medium

1) Dust attenuation 

2) Dust emission 

3) Nebular emission 

(lines+continuum) 

4) Radio emission

diffuse interstellar 
medium (older stars)

birth clouds: 
HII + HI (young stars)

Charlot & Fall (2000)
•  Stellar birth clouds with lifetime t0. 

•  Attenuation affecting stars older than t0 in the diffuse ISM is 
only a fraction of that affecting young stars in the birth clouds.

No. 2, 2000 ABSORPTION OF STARLIGHT BY DUST IN GALAXIES 725

FIG. 5.ÈE†ective absorption curve (as deÐned by eq. [4]) of our stan-
dard model at di†erent e†ective starburst ages, as indicated. The dashed
curve is from Calzetti et al. (1994). For reference, the wavelength range
where the ultraviolet slope b is determined and the wavelengths of the Ha
and Hb lines are indicated at the bottom. All curves are normalized to
unity at 5500 A! .

in the birth clouds, therefore, has a major inÑuence on the
shape of the e†ective absorption curve.

It is worth pausing here to emphasize the important
implications of the Ðnite lifetime of the birth clouds. As
mentioned in ° 1, emission lines appear to be more attenu-
ated than the continuum radiation in starburst galaxies.
This led Calzetti (1997) to suggest that ultraviolet-bright
stars must be somehow physically detached from the gas
they ionize. In our model, the lines produced in H II regions
and the nonionizing continuum radiation from young stars
are attenuated in the same way by dust in the outer H I

envelopes of the birth clouds and the ambient ISM.
However, since the birth clouds have a Ðnite lifetime, the
nonionizing continuum radiation from stars that live longer
than the birth clouds is attenuated only by the ambient
ISM. The ultraviolet and optical continuum radiation,
therefore, appears to be less attenuated than the lines. This
can be seen clearly in Figures 3c and 4c from the rise in the
Ha/Hb ratio accompanying the drop in the Ha equivalent
width at nearly constant ultraviolet spectral slope as the
e†ective absorption optical depth of the birth clouds
increases above unity. Thus, the Ðnite lifetime of the birth
clouds is a key ingredient for resolving the apparent dis-
crepancy between the attenuation of line and continuum
photons in starburst galaxies.

Since each parameter in our model has a speciÐc inÑu-
ence on the various integrated spectral properties of star-
burst galaxies, we can gain insight into the physical origin of
the relations deÐned by these observed quantities. An
inspection of Figures 2È4 leads to the following conclusions.
(1) The wide observed range of ultraviolet spectral slopes
can be most naturally understood as a spread in the e†ec-
tive absorption optical depth in the ambient ISM, although
variations in the lifetime of the birth clouds could also play
some role. It is worth mentioning that the steep ultraviolet

spectra of the galaxies with largest b cannot originate from
old stars because these galaxies also have large (2) AsWHa.noted above, absorption in the birth clouds is required in
order to explain the large Ha/Hb ratios observed in galaxies
with intermediate ultraviolet spectral slopes. (3) The fact
that and b are all very low at one endL dust/L 1600, L Ha/L Hb,
of the observed relations and all very high at the other end
further suggests that variations in the e†ective optical
depths of the birth clouds and the ambient ISM may be
related (Figs. 2 and 3). To explore the e†ects of simulta-
neously varying and we assume that they areqü

V
BC qü

V
ISM,

related by and Ðx all other parameters at theqü
V
BC \ 2qü

V
ISM

standard values given by equation (30). The results are
shown in Figure 6. Evidently, the models reproduce well the
observed relations between and b inL dust/L 1600, L Ha/L Hb,
Figures 6a and 6b. They also fall roughly in the middle of
the observed ranges of and b in Figure 6c.WHa

FIG. 6.ÈSequences of models with di†erent dust content and qü
V
BC \

The solid curves correspond to di†erent exponents n in the relation2qü
V
ISM.

(as indicated). Dotted lines join models with 1.0, andqü jISM P j~n qü
V
BC \ 0.5,

2.0 (in order of increasing b) to indicate the scale. The dashed curve is a
sequence of models with and from Calzetti et al. (1994). Theqü

V
BC \ 0.0 qü jISMdata points in (a), (b), and (c) are the same as in Figs. 2, 3, and 4, respec-

tively.

age-dependent attenuation

A simple model to interpret galaxy spectra 1597

our model to compute the SED of the infrared emission from dust.
We calibrate this model using a sample of 107 nearby star-forming
galaxies observed by IRAS and ISO. In Section 2.3, we show exam-
ples of combined UV, optical and infrared SEDs of different types
of star-forming galaxies.

2.1 Stellar emission and attenuation by dust

We use the latest version of the Bruzual & Charlot (2003) stellar
population synthesis code to compute the light produced by stars in
galaxies. This code predicts the spectral evolution of stellar popu-
lations at wavelengths from 91 Å to 160 µm and at ages between
1 × 105 and 2 × 1010 yr, for different metallicities, initial mass
functions (IMFs) and star formation histories. We use the most re-
cent version of the code, which incorporates a new prescription by
Marigo & Girardi (2007) for the thermally pulsating asymptotic
giant branch (TP-AGB) evolution of low- and intermediate-mass
stars. The main effect of this prescription is to improve the pre-
dicted near-infrared colours of intermediate-age stellar populations
(Bruzual 2007; see also Charlot & Bruzual, in preparation). In all
applications throughout this paper, we adopt the Galactic disc IMF
of Chabrier (2003).

We compute the attenuation of starlight by dust using the simple,
angle-averaged model of Charlot & Fall (2000). This accounts for
the fact that stars are born in dense molecular clouds, which dissipate
typically on a time-scale t0 ∼ 107 yr. Thus the emission from
stars younger than t0 is more attenuated than that from older stars.
Following Charlot & Fall (2000), we express the luminosity per unit
wavelength emerging at time t from a galaxy as

Lλ(t) =
∫ t

0
dt ′ψ(t − t ′) Sλ(t ′) e−τ̂λ(t ′), (1)

where ψ(t − t′) is the star formation rate at time t − t′, Sλ(t′) is the
luminosity per unit wavelength per unit mass emitted by a stellar
generation of age t′ and τ̂λ(t ′) is the ‘effective’ absorption optical
depth of the dust seen by stars of age t′ (i.e. averaged over photons
emitted in all directions by stars in all locations within the galaxy).
The time dependence of τ̂λ reflects the different attenuation affecting
young and old stars in galaxies:

τ̂λ(t ′) =
{

τ̂ BC
λ + τ̂ ISM

λ for t ′ ≤ t0,

τ̂ ISM
λ for t ′ > t0.

(2)

Here τ̂ BC
λ is the effective absorption optical depth of the dust in

stellar birth clouds and τ̂ ISM
λ is that in the ambient ISM. We also

adopt the prescription of Charlot & Fall (2000) to compute the
emergent luminosities LHα(t) and LHβ (t) of the Hα (λ = 6563 Å)
and Hβ (λ = 4861 Å) Balmer lines of hydrogen produced by stars in
the birth clouds. This assumes case B recombination and includes
the possible absorption of ionizing photons by dust before they
ionize hydrogen.

The shape of the effective absorption curve depends on the com-
bination of the optical properties and spatial distribution of the dust.
We adopt the following dependence of τ̂ BC

λ and τ̂ ISM
λ on wavelength:

τ̂ BC
λ = (1 − µ)τ̂V (λ/5500 Å)−1.3, (3)

τ̂ ISM
λ = µτ̂V (λ/5500 Å)−0.7, (4)

where τ̂V is the total effective V-band absorption optical depth
of the dust seen by young stars inside birth clouds, and µ =
τ̂ ISM
V /(τ̂ BC

V + τ̂ ISM
V ) is the fraction of this contributed by dust in the

ambient ISM. The dependence of τ̂ ISM
λ on λ−0.7 is well constrained

by the observed relation between ratio of far-infrared to UV lu-
minosity and UV spectral slope for nearby starburst galaxies (see
Charlot & Fall 2000). The dependence of τ̂ BC

λ on wavelength is less
constrained by these observations, because stellar birth clouds tend
to be optically thick, and hence, stars in these clouds contribute very
little to the emergent radiation (except in the emission lines). For
simplicity, Charlot & Fall (2000) adopt τ̂ BC

λ ∝ λ−0.7 by analogy with
τ̂ ISM
λ . We adopt here a slightly steeper dependence, τ̂ BC

λ ∝ λ−1.3

(equation 3), which corresponds to the middle range of the optical
properties of dust grains between the Milky Way, the Large and the
Small Magellanic Clouds (see section 4 of Charlot & Fall 2000).
This choice is motivated by the fact that giant molecular clouds can
be assimilated to foreground shells when attenuating the light from
newly born stars. In this case, the effective absorption curve should
reflect the actual optical properties of dust grains. We emphasize
that the dependence of τ̂ BC

λ on wavelength has a negligible influence
on the emergent UV and optical continuum radiation. It affects
mainly the attenuation of emission lines in galaxies with large
τ̂ BC
V /τ̂ ISM

V and hence small µ (Section 3.4.2 below; see also Wild
et al. 2007).

The fraction of stellar radiation absorbed by dust in the stellar
birth clouds and in the ambient ISM is reradiated in the infrared.
We write the total luminosity absorbed and reradiated by dust as the
sum

L tot
d (t) = LBC

d (t) + L ISM
d (t), (5)

where

LBC
d (t) =

∫ ∞

0
dλ

(
1 − e−τ̂BC

λ

) ∫ t0

0
dt ′ψ(t − t ′)Sλ(t ′) (6)

is the total infrared luminosity contributed by dust in the birth
clouds, and

L ISM
d (t) =

∫ ∞

0
dλ

(
1 − e−τ̂ ISM

λ

) ∫ t

t0

dt ′ψ(t − t ′)Sλ(t ′) (7)

is the total infrared luminosity contributed by dust in the ambient
ISM. For some purposes, it is also convenient to define the fraction
of the total infrared luminosity contributed by the dust in the ambient
ISM:

fµ(t) ≡ L ISM
d (t)/L tot

d (t). (8)

This depends on the total effective V-band absorption optical depth
of the dust, τ̂V , the fraction µ of this contributed by dust in the
ambient ISM, and the star formation history (and IMF) determining
the relative proportion of young and old stars in the galaxy.

2.2 Infrared emission of the dust

We now present a simple but physically motivated prescription
to compute the spectral distribution of the energy reradiated by
dust in the infrared (i.e. the distribution in wavelength of L BC

d and
L ISM

d ). By construction, the infrared emission computed in this
way can be related to the emission at shorter wavelengths using
equations (1)–(7) above.

2.2.1 Components of infrared emission

The infrared emission from galaxies is generally attributed to three
main constituents of interstellar dust: PAHs, which produce strong
emission features at wavelengths between 3 and 20 µm; ‘very small
grains’ (with sizes typically less than 0.01 µm), which are stochas-
tically heated to high temperatures by the absorption of single UV
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our model to compute the SED of the infrared emission from dust.
We calibrate this model using a sample of 107 nearby star-forming
galaxies observed by IRAS and ISO. In Section 2.3, we show exam-
ples of combined UV, optical and infrared SEDs of different types
of star-forming galaxies.

2.1 Stellar emission and attenuation by dust

We use the latest version of the Bruzual & Charlot (2003) stellar
population synthesis code to compute the light produced by stars in
galaxies. This code predicts the spectral evolution of stellar popu-
lations at wavelengths from 91 Å to 160 µm and at ages between
1 × 105 and 2 × 1010 yr, for different metallicities, initial mass
functions (IMFs) and star formation histories. We use the most re-
cent version of the code, which incorporates a new prescription by
Marigo & Girardi (2007) for the thermally pulsating asymptotic
giant branch (TP-AGB) evolution of low- and intermediate-mass
stars. The main effect of this prescription is to improve the pre-
dicted near-infrared colours of intermediate-age stellar populations
(Bruzual 2007; see also Charlot & Bruzual, in preparation). In all
applications throughout this paper, we adopt the Galactic disc IMF
of Chabrier (2003).

We compute the attenuation of starlight by dust using the simple,
angle-averaged model of Charlot & Fall (2000). This accounts for
the fact that stars are born in dense molecular clouds, which dissipate
typically on a time-scale t0 ∼ 107 yr. Thus the emission from
stars younger than t0 is more attenuated than that from older stars.
Following Charlot & Fall (2000), we express the luminosity per unit
wavelength emerging at time t from a galaxy as

Lλ(t) =
∫ t

0
dt ′ψ(t − t ′) Sλ(t ′) e−τ̂λ(t ′), (1)

where ψ(t − t′) is the star formation rate at time t − t′, Sλ(t′) is the
luminosity per unit wavelength per unit mass emitted by a stellar
generation of age t′ and τ̂λ(t ′) is the ‘effective’ absorption optical
depth of the dust seen by stars of age t′ (i.e. averaged over photons
emitted in all directions by stars in all locations within the galaxy).
The time dependence of τ̂λ reflects the different attenuation affecting
young and old stars in galaxies:

τ̂λ(t ′) =
{

τ̂ BC
λ + τ̂ ISM

λ for t ′ ≤ t0,

τ̂ ISM
λ for t ′ > t0.

(2)

Here τ̂ BC
λ is the effective absorption optical depth of the dust in

stellar birth clouds and τ̂ ISM
λ is that in the ambient ISM. We also

adopt the prescription of Charlot & Fall (2000) to compute the
emergent luminosities LHα(t) and LHβ (t) of the Hα (λ = 6563 Å)
and Hβ (λ = 4861 Å) Balmer lines of hydrogen produced by stars in
the birth clouds. This assumes case B recombination and includes
the possible absorption of ionizing photons by dust before they
ionize hydrogen.

The shape of the effective absorption curve depends on the com-
bination of the optical properties and spatial distribution of the dust.
We adopt the following dependence of τ̂ BC

λ and τ̂ ISM
λ on wavelength:

τ̂ BC
λ = (1 − µ)τ̂V (λ/5500 Å)−1.3, (3)

τ̂ ISM
λ = µτ̂V (λ/5500 Å)−0.7, (4)

where τ̂V is the total effective V-band absorption optical depth
of the dust seen by young stars inside birth clouds, and µ =
τ̂ ISM
V /(τ̂ BC

V + τ̂ ISM
V ) is the fraction of this contributed by dust in the

ambient ISM. The dependence of τ̂ ISM
λ on λ−0.7 is well constrained

by the observed relation between ratio of far-infrared to UV lu-
minosity and UV spectral slope for nearby starburst galaxies (see
Charlot & Fall 2000). The dependence of τ̂ BC

λ on wavelength is less
constrained by these observations, because stellar birth clouds tend
to be optically thick, and hence, stars in these clouds contribute very
little to the emergent radiation (except in the emission lines). For
simplicity, Charlot & Fall (2000) adopt τ̂ BC

λ ∝ λ−0.7 by analogy with
τ̂ ISM
λ . We adopt here a slightly steeper dependence, τ̂ BC

λ ∝ λ−1.3

(equation 3), which corresponds to the middle range of the optical
properties of dust grains between the Milky Way, the Large and the
Small Magellanic Clouds (see section 4 of Charlot & Fall 2000).
This choice is motivated by the fact that giant molecular clouds can
be assimilated to foreground shells when attenuating the light from
newly born stars. In this case, the effective absorption curve should
reflect the actual optical properties of dust grains. We emphasize
that the dependence of τ̂ BC

λ on wavelength has a negligible influence
on the emergent UV and optical continuum radiation. It affects
mainly the attenuation of emission lines in galaxies with large
τ̂ BC
V /τ̂ ISM

V and hence small µ (Section 3.4.2 below; see also Wild
et al. 2007).

The fraction of stellar radiation absorbed by dust in the stellar
birth clouds and in the ambient ISM is reradiated in the infrared.
We write the total luminosity absorbed and reradiated by dust as the
sum

L tot
d (t) = LBC

d (t) + L ISM
d (t), (5)

where

LBC
d (t) =

∫ ∞

0
dλ

(
1 − e−τ̂BC

λ

) ∫ t0

0
dt ′ψ(t − t ′)Sλ(t ′) (6)

is the total infrared luminosity contributed by dust in the birth
clouds, and

L ISM
d (t) =

∫ ∞

0
dλ

(
1 − e−τ̂ ISM

λ

) ∫ t

t0

dt ′ψ(t − t ′)Sλ(t ′) (7)

is the total infrared luminosity contributed by dust in the ambient
ISM. For some purposes, it is also convenient to define the fraction
of the total infrared luminosity contributed by the dust in the ambient
ISM:

fµ(t) ≡ L ISM
d (t)/L tot

d (t). (8)

This depends on the total effective V-band absorption optical depth
of the dust, τ̂V , the fraction µ of this contributed by dust in the
ambient ISM, and the star formation history (and IMF) determining
the relative proportion of young and old stars in the galaxy.

2.2 Infrared emission of the dust

We now present a simple but physically motivated prescription
to compute the spectral distribution of the energy reradiated by
dust in the infrared (i.e. the distribution in wavelength of L BC

d and
L ISM

d ). By construction, the infrared emission computed in this
way can be related to the emission at shorter wavelengths using
equations (1)–(7) above.

2.2.1 Components of infrared emission

The infrared emission from galaxies is generally attributed to three
main constituents of interstellar dust: PAHs, which produce strong
emission features at wavelengths between 3 and 20 µm; ‘very small
grains’ (with sizes typically less than 0.01 µm), which are stochas-
tically heated to high temperatures by the absorption of single UV
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FIG. 5.ÈE†ective absorption curve (as deÐned by eq. [4]) of our stan-
dard model at di†erent e†ective starburst ages, as indicated. The dashed
curve is from Calzetti et al. (1994). For reference, the wavelength range
where the ultraviolet slope b is determined and the wavelengths of the Ha
and Hb lines are indicated at the bottom. All curves are normalized to
unity at 5500 A! .

in the birth clouds, therefore, has a major inÑuence on the
shape of the e†ective absorption curve.

It is worth pausing here to emphasize the important
implications of the Ðnite lifetime of the birth clouds. As
mentioned in ° 1, emission lines appear to be more attenu-
ated than the continuum radiation in starburst galaxies.
This led Calzetti (1997) to suggest that ultraviolet-bright
stars must be somehow physically detached from the gas
they ionize. In our model, the lines produced in H II regions
and the nonionizing continuum radiation from young stars
are attenuated in the same way by dust in the outer H I

envelopes of the birth clouds and the ambient ISM.
However, since the birth clouds have a Ðnite lifetime, the
nonionizing continuum radiation from stars that live longer
than the birth clouds is attenuated only by the ambient
ISM. The ultraviolet and optical continuum radiation,
therefore, appears to be less attenuated than the lines. This
can be seen clearly in Figures 3c and 4c from the rise in the
Ha/Hb ratio accompanying the drop in the Ha equivalent
width at nearly constant ultraviolet spectral slope as the
e†ective absorption optical depth of the birth clouds
increases above unity. Thus, the Ðnite lifetime of the birth
clouds is a key ingredient for resolving the apparent dis-
crepancy between the attenuation of line and continuum
photons in starburst galaxies.

Since each parameter in our model has a speciÐc inÑu-
ence on the various integrated spectral properties of star-
burst galaxies, we can gain insight into the physical origin of
the relations deÐned by these observed quantities. An
inspection of Figures 2È4 leads to the following conclusions.
(1) The wide observed range of ultraviolet spectral slopes
can be most naturally understood as a spread in the e†ec-
tive absorption optical depth in the ambient ISM, although
variations in the lifetime of the birth clouds could also play
some role. It is worth mentioning that the steep ultraviolet

spectra of the galaxies with largest b cannot originate from
old stars because these galaxies also have large (2) AsWHa.noted above, absorption in the birth clouds is required in
order to explain the large Ha/Hb ratios observed in galaxies
with intermediate ultraviolet spectral slopes. (3) The fact
that and b are all very low at one endL dust/L 1600, L Ha/L Hb,
of the observed relations and all very high at the other end
further suggests that variations in the e†ective optical
depths of the birth clouds and the ambient ISM may be
related (Figs. 2 and 3). To explore the e†ects of simulta-
neously varying and we assume that they areqü

V
BC qü

V
ISM,

related by and Ðx all other parameters at theqü
V
BC \ 2qü

V
ISM

standard values given by equation (30). The results are
shown in Figure 6. Evidently, the models reproduce well the
observed relations between and b inL dust/L 1600, L Ha/L Hb,
Figures 6a and 6b. They also fall roughly in the middle of
the observed ranges of and b in Figure 6c.WHa

FIG. 6.ÈSequences of models with di†erent dust content and qü
V
BC \

The solid curves correspond to di†erent exponents n in the relation2qü
V
ISM.

(as indicated). Dotted lines join models with 1.0, andqü jISM P j~n qü
V
BC \ 0.5,

2.0 (in order of increasing b) to indicate the scale. The dashed curve is a
sequence of models with and from Calzetti et al. (1994). Theqü

V
BC \ 0.0 qü jISMdata points in (a), (b), and (c) are the same as in Figs. 2, 3, and 4, respec-

tively.
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our model to compute the SED of the infrared emission from dust.
We calibrate this model using a sample of 107 nearby star-forming
galaxies observed by IRAS and ISO. In Section 2.3, we show exam-
ples of combined UV, optical and infrared SEDs of different types
of star-forming galaxies.

2.1 Stellar emission and attenuation by dust

We use the latest version of the Bruzual & Charlot (2003) stellar
population synthesis code to compute the light produced by stars in
galaxies. This code predicts the spectral evolution of stellar popu-
lations at wavelengths from 91 Å to 160 µm and at ages between
1 × 105 and 2 × 1010 yr, for different metallicities, initial mass
functions (IMFs) and star formation histories. We use the most re-
cent version of the code, which incorporates a new prescription by
Marigo & Girardi (2007) for the thermally pulsating asymptotic
giant branch (TP-AGB) evolution of low- and intermediate-mass
stars. The main effect of this prescription is to improve the pre-
dicted near-infrared colours of intermediate-age stellar populations
(Bruzual 2007; see also Charlot & Bruzual, in preparation). In all
applications throughout this paper, we adopt the Galactic disc IMF
of Chabrier (2003).

We compute the attenuation of starlight by dust using the simple,
angle-averaged model of Charlot & Fall (2000). This accounts for
the fact that stars are born in dense molecular clouds, which dissipate
typically on a time-scale t0 ∼ 107 yr. Thus the emission from
stars younger than t0 is more attenuated than that from older stars.
Following Charlot & Fall (2000), we express the luminosity per unit
wavelength emerging at time t from a galaxy as

Lλ(t) =
∫ t

0
dt ′ψ(t − t ′) Sλ(t ′) e−τ̂λ(t ′), (1)

where ψ(t − t′) is the star formation rate at time t − t′, Sλ(t′) is the
luminosity per unit wavelength per unit mass emitted by a stellar
generation of age t′ and τ̂λ(t ′) is the ‘effective’ absorption optical
depth of the dust seen by stars of age t′ (i.e. averaged over photons
emitted in all directions by stars in all locations within the galaxy).
The time dependence of τ̂λ reflects the different attenuation affecting
young and old stars in galaxies:

τ̂λ(t ′) =
{

τ̂ BC
λ + τ̂ ISM

λ for t ′ ≤ t0,

τ̂ ISM
λ for t ′ > t0.

(2)

Here τ̂ BC
λ is the effective absorption optical depth of the dust in

stellar birth clouds and τ̂ ISM
λ is that in the ambient ISM. We also

adopt the prescription of Charlot & Fall (2000) to compute the
emergent luminosities LHα(t) and LHβ (t) of the Hα (λ = 6563 Å)
and Hβ (λ = 4861 Å) Balmer lines of hydrogen produced by stars in
the birth clouds. This assumes case B recombination and includes
the possible absorption of ionizing photons by dust before they
ionize hydrogen.

The shape of the effective absorption curve depends on the com-
bination of the optical properties and spatial distribution of the dust.
We adopt the following dependence of τ̂ BC

λ and τ̂ ISM
λ on wavelength:

τ̂ BC
λ = (1 − µ)τ̂V (λ/5500 Å)−1.3, (3)

τ̂ ISM
λ = µτ̂V (λ/5500 Å)−0.7, (4)

where τ̂V is the total effective V-band absorption optical depth
of the dust seen by young stars inside birth clouds, and µ =
τ̂ ISM
V /(τ̂ BC

V + τ̂ ISM
V ) is the fraction of this contributed by dust in the

ambient ISM. The dependence of τ̂ ISM
λ on λ−0.7 is well constrained

by the observed relation between ratio of far-infrared to UV lu-
minosity and UV spectral slope for nearby starburst galaxies (see
Charlot & Fall 2000). The dependence of τ̂ BC

λ on wavelength is less
constrained by these observations, because stellar birth clouds tend
to be optically thick, and hence, stars in these clouds contribute very
little to the emergent radiation (except in the emission lines). For
simplicity, Charlot & Fall (2000) adopt τ̂ BC

λ ∝ λ−0.7 by analogy with
τ̂ ISM
λ . We adopt here a slightly steeper dependence, τ̂ BC

λ ∝ λ−1.3

(equation 3), which corresponds to the middle range of the optical
properties of dust grains between the Milky Way, the Large and the
Small Magellanic Clouds (see section 4 of Charlot & Fall 2000).
This choice is motivated by the fact that giant molecular clouds can
be assimilated to foreground shells when attenuating the light from
newly born stars. In this case, the effective absorption curve should
reflect the actual optical properties of dust grains. We emphasize
that the dependence of τ̂ BC

λ on wavelength has a negligible influence
on the emergent UV and optical continuum radiation. It affects
mainly the attenuation of emission lines in galaxies with large
τ̂ BC
V /τ̂ ISM

V and hence small µ (Section 3.4.2 below; see also Wild
et al. 2007).

The fraction of stellar radiation absorbed by dust in the stellar
birth clouds and in the ambient ISM is reradiated in the infrared.
We write the total luminosity absorbed and reradiated by dust as the
sum

L tot
d (t) = LBC

d (t) + L ISM
d (t), (5)

where

LBC
d (t) =

∫ ∞

0
dλ

(
1 − e−τ̂BC

λ

) ∫ t0

0
dt ′ψ(t − t ′)Sλ(t ′) (6)

is the total infrared luminosity contributed by dust in the birth
clouds, and

L ISM
d (t) =

∫ ∞

0
dλ

(
1 − e−τ̂ ISM

λ

) ∫ t

t0

dt ′ψ(t − t ′)Sλ(t ′) (7)

is the total infrared luminosity contributed by dust in the ambient
ISM. For some purposes, it is also convenient to define the fraction
of the total infrared luminosity contributed by the dust in the ambient
ISM:

fµ(t) ≡ L ISM
d (t)/L tot

d (t). (8)

This depends on the total effective V-band absorption optical depth
of the dust, τ̂V , the fraction µ of this contributed by dust in the
ambient ISM, and the star formation history (and IMF) determining
the relative proportion of young and old stars in the galaxy.

2.2 Infrared emission of the dust

We now present a simple but physically motivated prescription
to compute the spectral distribution of the energy reradiated by
dust in the infrared (i.e. the distribution in wavelength of L BC

d and
L ISM

d ). By construction, the infrared emission computed in this
way can be related to the emission at shorter wavelengths using
equations (1)–(7) above.

2.2.1 Components of infrared emission

The infrared emission from galaxies is generally attributed to three
main constituents of interstellar dust: PAHs, which produce strong
emission features at wavelengths between 3 and 20 µm; ‘very small
grains’ (with sizes typically less than 0.01 µm), which are stochas-
tically heated to high temperatures by the absorption of single UV
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our model to compute the SED of the infrared emission from dust.
We calibrate this model using a sample of 107 nearby star-forming
galaxies observed by IRAS and ISO. In Section 2.3, we show exam-
ples of combined UV, optical and infrared SEDs of different types
of star-forming galaxies.

2.1 Stellar emission and attenuation by dust

We use the latest version of the Bruzual & Charlot (2003) stellar
population synthesis code to compute the light produced by stars in
galaxies. This code predicts the spectral evolution of stellar popu-
lations at wavelengths from 91 Å to 160 µm and at ages between
1 × 105 and 2 × 1010 yr, for different metallicities, initial mass
functions (IMFs) and star formation histories. We use the most re-
cent version of the code, which incorporates a new prescription by
Marigo & Girardi (2007) for the thermally pulsating asymptotic
giant branch (TP-AGB) evolution of low- and intermediate-mass
stars. The main effect of this prescription is to improve the pre-
dicted near-infrared colours of intermediate-age stellar populations
(Bruzual 2007; see also Charlot & Bruzual, in preparation). In all
applications throughout this paper, we adopt the Galactic disc IMF
of Chabrier (2003).

We compute the attenuation of starlight by dust using the simple,
angle-averaged model of Charlot & Fall (2000). This accounts for
the fact that stars are born in dense molecular clouds, which dissipate
typically on a time-scale t0 ∼ 107 yr. Thus the emission from
stars younger than t0 is more attenuated than that from older stars.
Following Charlot & Fall (2000), we express the luminosity per unit
wavelength emerging at time t from a galaxy as

Lλ(t) =
∫ t

0
dt ′ψ(t − t ′) Sλ(t ′) e−τ̂λ(t ′), (1)

where ψ(t − t′) is the star formation rate at time t − t′, Sλ(t′) is the
luminosity per unit wavelength per unit mass emitted by a stellar
generation of age t′ and τ̂λ(t ′) is the ‘effective’ absorption optical
depth of the dust seen by stars of age t′ (i.e. averaged over photons
emitted in all directions by stars in all locations within the galaxy).
The time dependence of τ̂λ reflects the different attenuation affecting
young and old stars in galaxies:

τ̂λ(t ′) =
{

τ̂ BC
λ + τ̂ ISM

λ for t ′ ≤ t0,

τ̂ ISM
λ for t ′ > t0.

(2)

Here τ̂ BC
λ is the effective absorption optical depth of the dust in

stellar birth clouds and τ̂ ISM
λ is that in the ambient ISM. We also

adopt the prescription of Charlot & Fall (2000) to compute the
emergent luminosities LHα(t) and LHβ (t) of the Hα (λ = 6563 Å)
and Hβ (λ = 4861 Å) Balmer lines of hydrogen produced by stars in
the birth clouds. This assumes case B recombination and includes
the possible absorption of ionizing photons by dust before they
ionize hydrogen.

The shape of the effective absorption curve depends on the com-
bination of the optical properties and spatial distribution of the dust.
We adopt the following dependence of τ̂ BC

λ and τ̂ ISM
λ on wavelength:

τ̂ BC
λ = (1 − µ)τ̂V (λ/5500 Å)−1.3, (3)

τ̂ ISM
λ = µτ̂V (λ/5500 Å)−0.7, (4)

where τ̂V is the total effective V-band absorption optical depth
of the dust seen by young stars inside birth clouds, and µ =
τ̂ ISM
V /(τ̂ BC

V + τ̂ ISM
V ) is the fraction of this contributed by dust in the

ambient ISM. The dependence of τ̂ ISM
λ on λ−0.7 is well constrained

by the observed relation between ratio of far-infrared to UV lu-
minosity and UV spectral slope for nearby starburst galaxies (see
Charlot & Fall 2000). The dependence of τ̂ BC

λ on wavelength is less
constrained by these observations, because stellar birth clouds tend
to be optically thick, and hence, stars in these clouds contribute very
little to the emergent radiation (except in the emission lines). For
simplicity, Charlot & Fall (2000) adopt τ̂ BC

λ ∝ λ−0.7 by analogy with
τ̂ ISM
λ . We adopt here a slightly steeper dependence, τ̂ BC

λ ∝ λ−1.3

(equation 3), which corresponds to the middle range of the optical
properties of dust grains between the Milky Way, the Large and the
Small Magellanic Clouds (see section 4 of Charlot & Fall 2000).
This choice is motivated by the fact that giant molecular clouds can
be assimilated to foreground shells when attenuating the light from
newly born stars. In this case, the effective absorption curve should
reflect the actual optical properties of dust grains. We emphasize
that the dependence of τ̂ BC

λ on wavelength has a negligible influence
on the emergent UV and optical continuum radiation. It affects
mainly the attenuation of emission lines in galaxies with large
τ̂ BC
V /τ̂ ISM

V and hence small µ (Section 3.4.2 below; see also Wild
et al. 2007).

The fraction of stellar radiation absorbed by dust in the stellar
birth clouds and in the ambient ISM is reradiated in the infrared.
We write the total luminosity absorbed and reradiated by dust as the
sum

L tot
d (t) = LBC

d (t) + L ISM
d (t), (5)

where

LBC
d (t) =

∫ ∞

0
dλ

(
1 − e−τ̂BC

λ

) ∫ t0

0
dt ′ψ(t − t ′)Sλ(t ′) (6)

is the total infrared luminosity contributed by dust in the birth
clouds, and

L ISM
d (t) =

∫ ∞

0
dλ

(
1 − e−τ̂ ISM

λ

) ∫ t

t0

dt ′ψ(t − t ′)Sλ(t ′) (7)

is the total infrared luminosity contributed by dust in the ambient
ISM. For some purposes, it is also convenient to define the fraction
of the total infrared luminosity contributed by the dust in the ambient
ISM:

fµ(t) ≡ L ISM
d (t)/L tot

d (t). (8)

This depends on the total effective V-band absorption optical depth
of the dust, τ̂V , the fraction µ of this contributed by dust in the
ambient ISM, and the star formation history (and IMF) determining
the relative proportion of young and old stars in the galaxy.

2.2 Infrared emission of the dust

We now present a simple but physically motivated prescription
to compute the spectral distribution of the energy reradiated by
dust in the infrared (i.e. the distribution in wavelength of L BC

d and
L ISM

d ). By construction, the infrared emission computed in this
way can be related to the emission at shorter wavelengths using
equations (1)–(7) above.

2.2.1 Components of infrared emission

The infrared emission from galaxies is generally attributed to three
main constituents of interstellar dust: PAHs, which produce strong
emission features at wavelengths between 3 and 20 µm; ‘very small
grains’ (with sizes typically less than 0.01 µm), which are stochas-
tically heated to high temperatures by the absorption of single UV

C© 2008 The Authors. Journal compilation C© 2008 RAS, MNRAS 388, 1595–1617

Energy balance 
e.g. MAGPHYS (da Cunha+2008)

cold dust

warm dust

total dust emission



AGN

1) X-ray/UV/optical continuum 

2) Emission lines (NLR and BLR) 

3) Torus emission (dust) 

4) Radio emission

Figure 8. Example SEDs for Type 2 AGNs: photometric detections are plotted against rest-frame wavelengths/frequencies as circular markers with error bars, while
non-detections are represented as triangles. SED shapes of the physical components are presented as solid lines with colors assigned similarly to Figure 1, while the
linear combination of these, the “total SED,” is depicted as a red line. We pick eight different realizations from the parameter posterior probability distributions and
over-plot these SEDs in order to visualize the effect of the parameters’ uncertainties on the SEDs.

15

The Astrophysical Journal, 833:98 (20pp), 2016 December 10 Calistro Rivera et al.

(Calistro Rivera et al 2016)



‘Cosmological 
effects’

1) IGM absorption (UV) 

2) Effect of the CMB on cold 

dust emission

Modelling galaxy SEDs with BEAGLE 1421

Figure 1. Predictions of the IGM absorption models of Madau (1995, dotted
lines) and Inoue et al. (2014, solid lines) for sources at different redshifts.

(τ̂BC
λ in equation 8) is treated in C13 as in the original CF00 model.

We also emphasize that the flexible modular structure of the BEAGLE

tool enables one to easily substitute the predictions of any other
model of radiative transfer for those of the Tuffs et al. (2004) one.

2.7 IGM absorption

We now consider the absorption of photons emerging from galaxies
by gas in the IGM along the line of sight. This is modelled through
the transmission function T IGM

λ,z of the IGM in equation (4). The IGM
is composed primarily of hydrogen and helium and contains three
main cloud components: the Lyα forest, Lyman-limit systems (LLS)
and damped Lyα systems (DLA), in order of increasing H I column
density and decreasing number density (e.g. Rauch 1998; Péroux
et al. 2003; Wolfe, Gawiser & Prochaska 2005). The Lyα forest
consists mainly of primordial gas, while LLS and DLA, which are
thought to be associated with haloes and galaxies, are enriched in
metals. Neutral hydrogen is the primary contributor to T IGM

λ,z , which
can thus be estimated from the H I column density distributions and
number density evolutions of the different cloud components.

Madau (1995) proposed a first, simple analytic model to compute
the contributions to T IGM

λ,z by H I in the Lyα forest and LSS, neglect-
ing the much rarer DLA. This model includes photoelectric absorp-
tion of Lyman-continuum photons and blanketing by Lyman-series
lines (from the combined absorption in many intervening clouds)
of the background galaxy SED, which produces a characteristic
‘staircase’ profile of T IGM

λ,z as a function of observed wavelength
(Fig. 1). Recently, Inoue et al. (2014) updated this widely used
model by revising the H I column density distributions and number
density evolutions of the Lyα forest and LSS and by adding the
contribution to T IGM

λ,z by H I in DLA. In Fig. 1, we compare the
IGM transmission functions predicted by this model (solid lines)
and the Madau (1995) model (dotted lines), for background sources
at different redshifts. For sources at z ! 5, the model of Madau
(1995) predicts a lower transmission than that of Inoue et al. (2014)
at all rest wavelengths λobs/(1 + z) < λLyβ , while at z " 6, the trend
is partially reversed. For sources at z = 7, the Inoue et al. (2014)
model predicts that nearly all photons emitted at rest wavelengths
λobs/(1 + z) < λLyα are absorbed by the IGM, while 1–7 per cent
of the emission is transmitted at λobs/(1 + z) ∈ [λLyβ , λLyα] in the

Madau (1995) model. It is important to note that, because of the
steepness of the IGM transmission curves in Fig. 1, these differ-
ences between the two models can translate into differences of up
to ∼1 mag in the observed colours of high-redshift galaxies (see
fig. 8 of Inoue et al. 2014).

The analytic prescriptions of Madau (1995) and Inoue et al.
(2014) for T IGM

λ,z are both limited by the fact that they pertain to aver-
ages over infinite numbers of sight lines, while individual galaxies
probe single lines of sight through the IGM. In the future, we plan
to account for variations in T IGM

λ,z along different lines of sight in the
BEAGLE tool by appealing to the prescription of Harrison, Meiksin
& Stock (2011).

2.8 Line-of-sight velocity distribution

The precise fitting of spectroscopic galaxy observations requires
one to also account for the effects of stars and gas kinematics on
the emergent SED. We implement this feature in the BEAGLE tool by
introducing a flexible description of the line-of-sight velocity dis-
tribution (LOSVD) taken from van der Marel & Franx (1993, see
also Gerhard 1993). This consists in decomposing the LOSVD into
orthogonal functions via a Gauss–Hermite series, which enables
the clean modelling of deviations from pure Gaussian line profiles
(the orthogonality of the Hermite polynomials minimizing correla-
tions among the adjustable coefficients). In terms of the standard-
ized variable x = (v − vsys)/σ , we therefore express the LOSVD
as

Lx(vsys, σ, h3, h4) = 1

σ
√

2π
exp

(
−x2

2

)

× [1 + h3H3(x) + h4H4(x)] , (16)

where vsys is the galaxy systemic velocity, σ the velocity dispersion,
and H3(x) and H4(x) the Hermite polynomials of order 3 and 4,

H3(x) = 1√
3

(
2
√

2x3 − 3
√

2x
)

, (17)

H4(x) = 1√
24

(
4x4 − 12x2 + 3

)
. (18)

The adjustable coefficients h3 and h4 measure, respectively, asym-
metric and symmetric deviations from pure Gaussian LOSVD. They
can be determined separately for stars and gas.

2.9 Instrumental effects

So far, we have discussed the production of starlight in galaxies and
its transfer through the interstellar and the intergalactic media. In
this section, we address important instrumental effects altering the
SED of a galaxy observed through a telescope: the spectral response
and the spectroscopic flux calibration. In a Bayesian framework,
accounting for instrumental effects is straightforward so long as
these can be parametrized, as this amounts to adding ‘nuisance’
parameters.6 In the next subsections, we describe two instrumental
effects incorporated in the BEAGLE tool : the instrumental spectral
response (i.e. the line spread function) and the spectroscopic flux
calibration. Other effects potentially biasing the interpretation of
galaxy SEDs, such as the calibration of photometric zero-points,

6 A nuisance parameter is a parameter of no direct interest, but which must
be included in the analysis to obtain reliable inference about the parameters
of interest.
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How it started…

da Cunha+2008

We use the emcee package (Foreman-Mackey et al. 2013) for
the sampling step. emcee is a Python-based MCMC sampler
based on an affine-invariant algorithm. In brief, emcee uses an
ensemble of walkers to explore probability space. Each walker
will attempt a specified number of steps in parameter space. A
step is attempted by first proposing a new position, and then
calculating the likelihood of the new position based on the data.
The walker has a chance to move to the new position based on the

ratio of the likelihood of its current position to that of the new
position. After a specified number of steps, the algorithm is
completed and the position and likelihood of each walker as a
function of step number is written out. These positions and
likelihoods are used to generate the posterior probability
distribution function for each model parameter.
To initialize emcee, we generate walker positions in a

Gaussian ball around the best-fitting model parameters from the

Figure 5. A “corner” plot, where the posterior probability distribution functions are shown for each model parameter along the diagonal panels, and the correlations
between model parameter posteriors are shown along the columns. Above each probability distribution, the median of the parameter posterior is printed, along with the

1so error bars. In the upper right panels, the posterior probability functions for the half-mass time, the SFR, and the sSFR are also shown. The object shown is NGC
0628, a mildly star-forming galaxy. This object was chosen to best illustrate important parameter degeneracies, including the dust–metallicity-–degeneracy (dust2-
logzsol-sfr_fraction1, respectively), and the amount of dust and the shape of the attenuation curve (dust2 and dust_index).
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Increasingly complex outputs: lots of 
information about parameter 
degeneracies and uncertainties 

…How it’s going



SED codes*,**

MAGPHYS (da Cunha+2008, 2015, Battisti+2019) 

CIGALE (Noll+2009, Boquien+2019) 

GalMC (Acquaviva+2011, 2015) 

BAYESED (Han & Han 2012, 2014) 

BEAGLE (Chevallard & Charlot 2016) 

AGNfitter (Calistro Rivera+2016) 

Iyer & Gawiser (2017) 

Prospector (Leja+2017) 

BAGPIPES (Carnall+2018) 

Prospect (Robotham+2020) 

PiXedfit (Abdurro’uf+2021) 

*biased/incomplete list 
**all codes have things in common; each 
has some unique aspects and its own 
strengths



Some things 
all codes have 
in common

Quality of results depends on the quality of input data: 

- how well sampled is the SED? 

- spectral and photometric calibration 

- matching of multi-wavelength data of widely different spatial resolutions, 

different apertures, etc. 

Uncertainties in all the different model ingredients 

- stellar evolution/spectra 

- dust models/dust evolution 

- AGN torus models 

‘Bayesian methods’ are great to quantify uncertainties, impact of 

degeneracies, and even model selection, but: we need to beware of results 

that are not informed by the data, but rather a consequence of the priors. 

How do we test/falsify these models? 



Some recent successes 
(where SED models pass tests)

The success of these codes is obvious: they have allowed us to constrain the physical properties (star 

formation rates, stellar masses, dust properties, etc etc), of large sample of galaxies in the nearby Universe 

and out to high redshifts. They have shown us how the cosmic SFRD and stellar mass evolve, the main 

sequence of star-forming galaxies, shown us how dust content evolves with galaxy properties and time, etc. 

But how well have these codes/models been tested/falsified?  



Spectrophotometric 
fits & the ability to 

constrain SFHs
In

Quiescent galaxy SFHs at z & 1 7
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Figure 1. An example object from our sample fitted using di↵erent methods. Data are shown in blue, with spectroscopic data to the
left and photometric data to the right. Posterior distributions are shown in orange (the 16th�84th percentiles) for the simple model of
Section 4.2 in the middle panels and for the final joint physical plus systematics model of Sections 4.3 and 4.4 in the bottom panels.
The gray shaded regions were masked in our final fits (see Section 4.4). Minimum reduced chi-squared values for both fits, �2

⌫ , are also
shown. The �

2
⌫ value for the simple model has been divided through by the maximum likelihood value of a2 from the full model fit, such

that the same spectroscopic uncertainties are assumed in both cases. An expanded version of the bottom-left panel is shown in Fig. 2.

under the assumptions we have made. The joint fit adopts
a region of parameter space which best describes the spec-
troscopic data at the expense of the photometry because
there are a larger number of spectral pixels than photomet-
ric bands, and hence more terms in the log-likelihood func-
tion which depend on the spectroscopy than the photometry.
Even though the joint fit is dominated by the spectroscopy,
the quality of fit to the spectroscopic data is still poor, in
accordance with the results of Panter et al. (2003).

Issues of this nature have been commonly observed in
similar analyses, leading to suggestions that the spectro-
scopic data should be somehow down-weighted in the like-
lihood function, in order to give “equal consideration” to
both datasets. However, apart from being statistically un-
justified, this cannot solve the underlying issues of incon-
sistency between the datasets and poor quality of fit to the
spectroscopic data. Instead it is necessary to understand the
causes of these issues, so that these e↵ects can be included
in the model we fit to our joint datasets.

One possible reason for inconsistencies between our
datasets would be aperture bias, as our photometry is meas-
ured within 200�diameter apertures, whilst our spectro-
scopic observations use a 100 slit. However, similar studies
at lower redshifts have found aperture e↵ects to be small
(e.g. Gallazzi et al. 2014), and we would expect a smaller ef-

fect still, due to the larger angular diameter distance to our
target redshift range and the smaller physical sizes of qui-
escent galaxies at higher redshifts (e.g. McLure et al. 2013).
As a check, we take e↵ective radius measurements, re, from
van der Wel et al. (2014) for the 26 objects which have CAN-
DELS imaging. The mean re is 0.3500, and no correlation ex-
ists between re and the implied inconsistency between our
datasets. Aperture bias also cannot explain the poor quality
of fit to the spectroscopic data.

As described in Section 2.2, there is a known issue with
the VANDELS spectrophotometric calibration, which is typ-
ically low at the blue end, reddening the spectra with re-
spect to the observed photometry. As the joint fits are dom-
inated by the spectroscopic data, this would be expected
to cause the fitted models to be redder than the observed
photometry, which is consistent with the overestimation of
the 1�2 µm photometry observed in the middle panels of
Fig. 1. Incorrect spectroscopic calibration is also likely to
lead to a poor quality of fit, as it is unlikely that models
will exist within the parameter space being explored which
can simultaneously match the perturbed spectral shape and
absorption features present. We therefore conclude that sys-
tematic calibration uncertainties in our spectroscopic data
are the most likely cause of the issues we identify, and move
on to develop a model for these systematic uncertainties.

MNRAS 000, 1–24 (2019)

Carnall+2019

Ability to fit photometry+spectra simultaneously, use information on the stellar 

absorption features to obtain more reliable SFHs (or, at least, average stellar ages), 

thus breaking degeneracies and reducing uncertainties in purely photometric fits. 

E.g. Carnall+2019 studied the SFHs of massive quiescent galaxies at z~1 from 

VANDELS. They find a steep trend between formation time and stellar mass, 

indicating downsizing. Need to sensitivity to stellar ages to do this (i.e. 

spectroscopy). 

Note: other SED codes also have this capability e.g., Chevallard & Charlot (2016), Abdurro’uf+(2021) 



Testing the models I: 
predicting 
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Testing the models I: 
predicting 
observables

In

example 1: For optically-selected galaxies, MAGPHYS predicts the correct IR dust 
luminosity and the 1-mm flux from only UV-to-NIR SED fits (da Cunha+2013a).



Testing the models I: 
predicting 
observables

In

example 1: For optically-selected galaxies, MAGPHYS predicts the correct IR dust 
luminosity and the 1-mm flux from only UV-to-NIR SED fits (da Cunha+2013a).

4.5. Balmer Decrements

The Balmer decrement is the observed ratio of Hα/Hβ
emission line fluxes. For case B recombination, the intrinsic
ratio of these fluxes is set to 2.86 by atomic physics. Any
deviation from this ratio can be converted directly into the
reddening along lines of sight to H II regions (e.g., Osterbrock
1989; Calzetti et al. 2000; Brinchmann et al. 2004).

In Figure 11, we show the observed Balmer decrements
compared to the Balmer decrements predicted from fitting the
Prospector-α physical model to the photometry. The units
of the plot are the logarithm of the amount of reddening
between Hα and Hβ. The S/N and EW cuts are identical to the

Hα and Hβ comparisons. The model Balmer decrements are
calculated directly from the posteriors for the model dust
parameters; all three dust parameters ( ,,1tl̂ ,2tl̂ , and n) are used
to calculate the reddening toward H II regions. The dust
reddening toward AGN is systematically overpredicted, which
is expected; Prospector-α fits the excess MIR emission
caused by the AGN-heated dust by adding an excess of dust to
the stellar model.
Overall, we find excellent agreement between the spectro-

scopic reddening measurement and the reddening inferred by
the photometric model. This is a particularly encouraging
result, because the effect of the dust parameters on the observed
photometry is often highly degenerate (see Figure 3). The

Figure 9. Predicted Hα and Hβ from fitting the PROSPECTOR-α model to the broadband photometry, compared to observed values from the spectrum. The increase in
scatter from Hα to Hβ may be related to the intrinsically weaker Hβ emission being more affected by uncertainty in the underlying stellar absorption. Only galaxies
with S/N (Hα, Hβ) 5> are shown. Galaxies are color-coded by their BPT classification. The equivalent widths are in Å, while the luminosities are in L:.
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example 2: For local galaxies, Prospector predicts the right Hα and Hβ luminosities 
from broad-band photometry fits (Leja+2017).



Testing the models II: 
Comparison with 
simulated galaxies In

An independent test of MAGPHYS using a model galaxy from a 
hydrodynamic+radiative transfer simulation

Hayward & Smith 2015

Should we believe UV–mm SED modelling? 1519

Figure 2. Results of applying MAGPHYS to the synthetic integrated photometry for the isolated disc simulation. Each panel shows the evolution of a MAGPHYS

parameter versus simulation snapshot time t in Gyr. The coloured lines indicate median likelihood values inferred from MAGPHYS, and different colours denote
different viewing angles (in order of angle number as specified in Table 1, red, blue, orange, light blue, pink, purple, and yellow). The shaded regions represent
the median of the symmetrized 16th and 84th percentiles of the cumulative frequency distribution about the median of each set of parameters averaged over the
seven viewing angles. When possible (not all MAGPHYS parameters correspond to physical parameters of the simulations), the true values from the simulation
are plotted as a solid green line (in panels b–g). The panels are as follows: (a) χ2 value for the best-fitting SED, where the dashed line indicates the threshold
for an acceptable fit from Smith et al. (2012); (b) V-band attenuation (AV); (c) stellar mass; (d) total luminosity of the dust emission; (e) dust mass; (f) sSFR;
(g) SFR; (h) fraction of luminosity absorbed by the diffuse ISM in MAGPHYS (f SFH

µ ); (i) total V-band optical depth in MAGPHYS (τV); (j) V-band optical depth of
the diffuse ISM in MAGPHYS (τV,ISM); (k) cold-dust temperature parameter of MAGPHYS (T ISM

C ); and (l) warm-dust temperature parameter of MAGPHYS (T BC
W ). In

the last two panels, the dotted lines represent the limits imposed by the assumed priors. Most parameters are recovered well; see the text for details.

agree well at early times, the true SFR is increasingly overestimated
as the simulation progresses; the overestimate can be as much as
∼0.2 dex.

subresolution star formation prescription. Consequently, the SFR value for
the simulations corresponds to an average over a shorter time-scale (i.e. less
than the maximum time step, 5 Myr) than the MAGPHYS values. If the SFR
varies significantly on 10–100 Myr time-scales, this difference could lead to
discrepancies between the MAGPHYS and simulation values even if MAGPHYS

recovers the SFH exactly. However, for most times in the simulations, this
effect is minor.

The dust mass13 (panel e) is systematically underestimated by
∼0.2–0.3 dex. This underestimation is at least partially due to the
assumption in the simulations that the cold phase of the subres-
olution ISM has a negligible volume filling factor and thus does
not absorb photons. Consequently, dust contained in the cold phase

13 The dust emissivities assumed by the two codes differ: in MAGPHYS,
the emissivity is normalized by κ850 µm = 0.77 g−1 cm2 (Dunne et al.
2000), whereas the MW dust model used in the simulations has κ850 µm =
0.38 g−1 cm2. Consequently, we multiply the dust masses output by MAGPHYS

by 2 to account for this difference.
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Figure 2. Results of applying MAGPHYS to the synthetic integrated photometry for the isolated disc simulation. Each panel shows the evolution of a MAGPHYS

parameter versus simulation snapshot time t in Gyr. The coloured lines indicate median likelihood values inferred from MAGPHYS, and different colours denote
different viewing angles (in order of angle number as specified in Table 1, red, blue, orange, light blue, pink, purple, and yellow). The shaded regions represent
the median of the symmetrized 16th and 84th percentiles of the cumulative frequency distribution about the median of each set of parameters averaged over the
seven viewing angles. When possible (not all MAGPHYS parameters correspond to physical parameters of the simulations), the true values from the simulation
are plotted as a solid green line (in panels b–g). The panels are as follows: (a) χ2 value for the best-fitting SED, where the dashed line indicates the threshold
for an acceptable fit from Smith et al. (2012); (b) V-band attenuation (AV); (c) stellar mass; (d) total luminosity of the dust emission; (e) dust mass; (f) sSFR;
(g) SFR; (h) fraction of luminosity absorbed by the diffuse ISM in MAGPHYS (f SFH

µ ); (i) total V-band optical depth in MAGPHYS (τV); (j) V-band optical depth of
the diffuse ISM in MAGPHYS (τV,ISM); (k) cold-dust temperature parameter of MAGPHYS (T ISM

C ); and (l) warm-dust temperature parameter of MAGPHYS (T BC
W ). In

the last two panels, the dotted lines represent the limits imposed by the assumed priors. Most parameters are recovered well; see the text for details.

agree well at early times, the true SFR is increasingly overestimated
as the simulation progresses; the overestimate can be as much as
∼0.2 dex.

subresolution star formation prescription. Consequently, the SFR value for
the simulations corresponds to an average over a shorter time-scale (i.e. less
than the maximum time step, 5 Myr) than the MAGPHYS values. If the SFR
varies significantly on 10–100 Myr time-scales, this difference could lead to
discrepancies between the MAGPHYS and simulation values even if MAGPHYS

recovers the SFH exactly. However, for most times in the simulations, this
effect is minor.

The dust mass13 (panel e) is systematically underestimated by
∼0.2–0.3 dex. This underestimation is at least partially due to the
assumption in the simulations that the cold phase of the subres-
olution ISM has a negligible volume filling factor and thus does
not absorb photons. Consequently, dust contained in the cold phase

13 The dust emissivities assumed by the two codes differ: in MAGPHYS,
the emissivity is normalized by κ850 µm = 0.77 g−1 cm2 (Dunne et al.
2000), whereas the MW dust model used in the simulations has κ850 µm =
0.38 g−1 cm2. Consequently, we multiply the dust masses output by MAGPHYS

by 2 to account for this difference.
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stellar mass dust luminosity

dust mass specific SFR

green: “true value” 

colours/shade: 
MAGPHYS, different 
viewing angles

MAGPHYS recovers the 
physical parameters well 
for different viewing 
angles with smooth time 
step variation. 😊



Testing SED models 
using spectroscopic 

redshifts
In

Battisti+2019

4,000 galaxies at 0.4<z<6 with UV-to-IR SEDs and known 
spectroscopic redshifts from COSMOS. 

MAGPHYS-photoz gets the redshifts right with regular 
priors and no need to use zero point corrections… 

…but for sources with narrow and median bands, redshifts 
and SED fits are improved if we include a UV bump in the 
dust attenuation curve (we find on average 1/3 of MW 
bump strength, similar to e.g. Salim+2018 for local 
galaxies)

choose not to adopt a similar approach because it is equivalent
to slightly altering the intrinsic shape of the observed SED and
this impacts the derived physical properties.

For our comparison, we use two subsamples of the
COSMOS2015 catalog: (1) galaxies in our main IR-detected
sample that requires at least one band �24 μm with S/N>3,
and (2) galaxies without any IR detection (i.e., independent
from the sample used in the previous analysis). Using a sample
without the IR requirement enables a much larger sample of
high-z galaxies to be compared and will also span a wider range
of galaxy properties. AGNs are excluded in the IR sample
using the methods described in Section 3.3, leaving 2008
galaxies. We note that this is slightly larger than the previously
used C15+SD sample because here we do not remove
duplicates with the G10 sample. For the sample without IR
detection, AGNs are excluded using IRAC colors (Donley et al.
2012), radio (Seymour et al. 2008), and X-ray selection

techniques. We also exclude sources with fewer than eight
bands detected at S/N>3 (removes <1% of the sample;
median number of detected filters is 26). To reduce the total
computational cost of this sample, we randomly select 3000
galaxies from the total population at z<1.5 but use all
galaxies in the sample at z�1.5. These steps leave a final
sample of 4514 galaxies.

We compare the output of the two codes for the IR-detected
sample in the left panel of Figure 11. Both codes show
agreement in their photometric values and the correct redshift
(D + <z z1 0.1spec∣ ∣ ( ) ) for 92.6% of the sample. We find that
in 1.8% of cases MAGPHYS+photo-z has
D + <z z1 0.1spec∣ ∣ ( ) and LePhare has
D + >z z1 0.1spec∣ ∣ ( ) (i.e., MAGPHYS+photo-z performs
better), in 2.4% of cases the opposite is true, and in 3.1% of
cases both cases have D + >z z1 0.1spec∣ ∣ ( ) (i.e., both codes
obtain incorrect redshift). A comparison of photo-z metrics for

each code is shown in Table 3, with comparable quality. There
is a slight offset evident at z2 between MAGPHYS+photo-z
and LePhare zphot values. This effect will be discussed further
after comparing the sample without IR detections. The fraction
of cases for which the zphot1σ confidence ranges are in
agreement with zspec is 44% and 35% for MAGPHYS+photo-z
and LePhare, respectively.
We compare the output of the two codes for the sample

without an IR detection in the right panel of Figure 11. For the
following discussion, we are excluding 21 galaxies for which
no zphot is reported from LePhare. The codes show agreement
(D + <z z1 0.1spec∣ ∣ ( ) ) in their photometric values for 89.5%
of the sample (black circles). We find that in 2.3% of cases
MAGPHYS+photo-z produces redshifts with
D + <z z1 0.1spec∣ ∣ ( ) and LePhare does not, in 2.8% of
cases the opposite is true, and in 5.4% of cases both are below
this accuracy. The larger disagreement in this sample by both
codes is mostly due to these sources being fainter (lower S/N)
than the IR-selected sample. The comparison of photo-z metrics
is shown in Table 3, with similarity between the codes. The
fraction of cases for which the zphot 1σ confidence ranges are in
agreement with zspec is 41% and 43% for MAGPHYS+photo-z
and LePhare, respectively. It is worth noting that despite
imposing a nonzero prior for the 2175Å bump strength, the
resulting photo-z estimates for the non-IR sample show similar
agreement to that for the IR-detected sample. In general,
LePhare obtains slightly better zphot metrics than MAGPHYS
+photo-z because it implements zero-point offsets (i.e.,
“tunes” the data/models), it does not impose a minimum
photometric uncertainty, and it also includes emission lines.
Looking at both panels of Figure 11, there is a slight

disagreement in zphot values at z2 between MAGPHYS
+photo-z and LePhare. For the sample without IR
detection, we find that MAGPHYS+photo-z has

> = -z zbias 2 0.019‐ ( ) , whereas LePhare has
> =z zbias 2 0.009‐ ( ) . This indicates that MAGPHYS

+photo-z is slightly underestimating the value of zphot for
these samples at high redshifts compared to LePhare, which
slightly overestimates the zphot. We note that the updated zphot
values from Davidzon et al. (2017), which used LePhare in a
manner optimized for z>2.5 galaxies (see paper for details),
show a lower offset for the higher-redshift galaxies with a

> =z zbias 2 0.001‐ ( ) . The MAGPHYS+photo-z offset is not
particularly large, but we sought to investigate the factors that
could lead to an offset. The results from our self-consistency
tests (Section 5.1) would suggest that this offset is not a result
of the methodology and instead may be attributed to either a
shortcoming of our current models in representing the data or
the result of photometric zero-point/measurement issues. One
difference between MAGPHYS+photo-z and LePhare is the
attenuation prescription. However, we found that adopting a
fixed attenuation curve of the diffuse ISM (∝λ−0.7), which is
similar in shape to the starburst attenuation curve used in
LePhare, did not lead to noticeable change to the average
values of zphot. A second difference between the codes is that
LePhare modifies the zero-point flux values to minimize χ2

values based on calibration with the zspec sample, whereas this
is not performed in MAGPHYS. We indirectly explore the effect
of differences in the photometric data set in Appendix B, where
we use independent photometric catalogs from CANDELS for
high-redshift galaxies. Those results do not show a significant
z bias‐ at z>2 and indicate that the zphot offset may be

Figure 10. Difference between zphot values obtained for our COSMOS samples
when the additional 2175 Å absorption feature is not included in our models
relative to when it is included. The zphot values for runs without the 2175 Å
feature are systematically lower at most redshifts, with a median offset of

= -z zw o 2175 w 2175 0.03phot phot( Å)– ( Å) . The offset depends strongly on
the number of filters that probe the 2175 Å region, their filter width, and their
sensitivity (S/N). These effects result in the variation of the z bias‐ as a function
of redshift. When the feature is not accounted for in our models, we
systematically underestimate the correct redshift.
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sample are primarily due to the lower S/N of the higher-
redshift data. As expected, we find that the failure rate is higher
for cases with high χ2 values, with 30% and 34% of
catastrophic failures having c c s c> + 42 2 2¯ ( ) for G10 and
C15+SD, respectively. For comparison, the instance rate of
c c s c> + 42 2 2¯ ( ) for our total population is 4.3% and 6.3%
for G10 and C15+SD, respectively. Highχ2 values may be
indicative of objects for which the current MAGPHYS models
are not able to reproduce the observations, such as might be
expected if fitting single stars (which might contaminate the
catalog) or AGNs (see Appendix A). We recommend users of

the code to be cautious of MAGPHYS+photo-z results with
multipeaked zphot distributions and/or particularly high χ2

values relative to the rest of the population because the results
for these cases are likely to be less reliable.
We also examine the behavior of the z bias‐ with photometric

quality and galaxy physical properties to identify whether there
are regimes where the code may be less reliable. In Figure 4,
we show the z bias‐ for our combined sample as a function of
Subaru i+ apparent magnitude, which is related to the S/N
quality, and the median values of M*, SFR, and AV derived
using MAGPHYS high-z (i.e., fixed to zspec). We adopt Subaru i+

to allow comparison to zphot results presented in Laigle et al.
(2016) for the COSMOS2015 catalog (see also Section 5.4).
We do not observe any significant trends in z bias‐ with the i+

apparent magnitude and find comparable dispersions
(σNMAD;0.04) and catastrophic failure rates (η;4%) for
all bins. For the comparison with physical properties, we adopt
fixed-zspec values because M* and SFR are luminosity
dependent (i.e., they depend on zphot) and the zspec values are
a better indication of the “true” galaxy property (see
Section 4.2). Similar to before, we do not observe significant
trends in z bias‐ as a function of M*, SFR, and AV. The
comparison with AV indicates that the accuracy does not change
substantially with the total amount of dust attenuation, although

Figure 3. Left:comparison between the photometric and spectroscopic redshifts for IR-detected galaxies using MAGPHYS+photo-z on broadband data (circles). The
1σ confidence range of zphot for each galaxy is represented by a gray error bar. Cases with multiple zphot peaks have the primary redshift peak indicated by open circles
and secondary peaks indicated by small filled circles (when the secondary peak is beyond the 1σ range, it is connected by dotted gray lines). The median values of
equal-number bins (excluding catastrophic failures) for the GAMA/G10 and C15+SD samples are shown as light-blue and orange squares, respectively. Top
right:redshift accuracy (Δz/(1+zspec)) as a function of zspec using broadband data shown in terms of surface density. The redshift scatter (σNMAD), catastrophic
failure rate (η), and redshift bias (median(Δz/(1+zspec))) values are shown for each sample at the top of each panel. There is minimal redshift bias at all redshifts
examined among these samples. Bottom right:redshift accuracy using broad+intermediate-band data. There is improvement in σNMAD when including intermediate
bands, but not in the other metrics. Comparing the top and bottom panels (e.g., at zspec;0.7) demonstrates that small redshift biases can be dependent on the filter set.

Table 2
Summary of Photo-z Metrics (Defined in Section 4.1.1) for MAGPHYS

+photo-z on COSMOS Galaxies

Catalog σNMAD η z-bias

Broadband+Only
G10 0.046 0.045 0.000
C15+SD 0.032 0.037 −0.004

Broad+Intermediate Bands

G10 0.031 0.032 −0.003
C15+SD 0.027 0.033 −0.010
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weaker trends also seen for SFR, sSFR, and Ldust. We also
examined the relationship with μ (not shown) but do not find
any significant correlation because of the additional depend-
ence of the total effective dust curve on the SFH. We show the
median curves based on best-fit SEDs in the right panels of
Figure 4 for subdivisions of AV and SFR. We find that the total
effective dust attenuation curves become shallower for galaxies
with increasing AV, SFR, sSFR, or Ldust, corresponding to being
closer in shape to the diffuse ISM dust component. It is
important to note that these quantities are not independent,
because larger SFRs (or sSFR or Ldust) will tend to occur in
systems with larger AV owing to more abundant gas (assuming
a dust-to-gas ratio; e.g., Draine et al. 2007).

For quantitative comparison, we determine the slope of the
UV portion of the total effective dust curve (n UV ;CF ( )
t t l=l

-5500V
nCF( Å) ) using a power-law fit of regions that

avoid the 2175 Å feature (we use l< <1050 1385Å Å and
l< <3000 3700Å Å). At l > 5500 Å, the attenuation

curves for all subsamples are very similar to the diffuse ISM
curve ( =n 0.7CF

ISM ) and are not shown. The similarity of the
curves at longer wavelengths is due to our sample consisting
primarily of massive galaxies such that the older stellar
populations ( ¢ >t 10 yr;7 associated with the diffuse ISM)
provide the dominant contribution to the SED at these
wavelengths. Furthermore, it is important to recall that in the
Charlot & Fall (2000) formalism the youngest stellar popula-
tions experience attenuation from both dust components. In a
situation of comparable contribution from both components to
the total effective optical depth (tV ), the birth-cloud dust will
dominate the attenuation at shorter wavelengths and the diffuse
dust will dominate at longer wavelengths (the exact wavelength
demarcation depends on μ and the SFH). In Figure 5, we show

the distribution of UV dust curve slopes, n UVCF ( ), as a
function of various galaxy properties. A summary of the
Spearman ρ and Kendall τ rank correlation coefficients11 and
functional fits, when appropriate, for these parameters is shown
in Table 1.
The trend of the curve slope with AV is predicted by

simulations using radiative transfer, which show that effects of
differential optical depth result in attenuation curves becoming
flatter with increasing total optical depths (e.g., Pierini et al.
2004; Chevallard et al. 2013; Seon & Draine 2016; Narayanan
et al. 2018). It is important to note that, in these simulations, the
flattening occurs assuming the same intrinsic extinction curve
(i.e., it is purely due to geometric and scattering effects). These
trends are also found in other observational studies (e.g.,
Salmon et al. 2016; Salim et al. 2018) and are in good
agreement with our findings. For comparison to other
works that utilize a modified starburst attenuation curve,
l l lµ dk k 5500SB( ) ( )( Å) , where kSB is from Calzetti et al.

(2000) and δ modifies the slope, the δ can be related to the
power-law slope in our formalism (Charlot & Fall 2000)
through d - n0.7 CF� . We show the relation between the dust
curve slope and AV from Salmon et al. (2016, using their
Equation (8) and = -A E B V 4.05V ( ) in their formalism) in
Figure 5. The different behavior between our results at higher
AV is attributed to the “lower limit” of =n 0.7CF

ISM in the
Charlot & Fall (2000) formalism. We explore the effect of
allowing nCF

ISM to vary in the Appendix and find that the
highest-AV sources show a preference toward models with
values of <n 0.7CF

ISM . This highlights that the trends shown are

Figure 4. Left: average dust attenuation curve, normalized to V band, for galaxies at - 1z1 3 derived from the median value of filters at similar rest-frame
wavelength (black squares), and the median of the best-fit SED model (orange line), together with their 1σ range, which are consistent. The average attenuation curves
of local starbursts (blue line; Calzetti et al. 2000), local SFGs (green line; Salim et al. 2018), intermediate-z SFGs (purple line, Reddy et al. 2015; brown dashed–
dotted, Buat et al. 2012), intermediate-z (ultra)luminous IR galaxies (magenta dashed–dotted line; Lo Faro et al. 2017), and high-z SFGs (cyan line; Scoville
et al. 2015) are shown. The power-law shape of the diffuse ISM ( =n 0.7CF

ISM ) and birth-cloud ( =n 1.3CF
BC ) attenuation components are also shown for reference.

Right: average dust attenuation curve for all galaxies (gray line) and subdivided by AV and SFR. For clarity, we do not show the uncertainty or the photometric-based
average curve in these panels. The differences between the literature curves in the left panel may reflect underlying differences in the physical properties of the galaxy
samples used for each study.

11 We do not report the significance of these correlation coefficients because
they are not meaningful for very large sample sizes.
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accuracy of MAGPHYS-photoz using 
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and 44 sub-millimetre galaxies with 
known spectroscopic redshifts.  

(zspec-zphot)/(1+zspec)=-0.005+/-0.003 
with a dispersion of 0.13.
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Figure 4. Comparison of MAGPHYS photometric redshifts versus spectro-
scopic redshifts. The 44 AS2UDS SMGs with spectroscopic redshifts are
plotted, as well as field sample of 6,719 K-detected UDS galaxies with
spectroscopic redshifts. The dashed line shows the running median for the
field galaxies, which tracks the spectroscopic redshifts closely up to z ∼ 3.5.
For the SMGs, we identify the four that lack detections in the optical bands.
The inset panel shows the fractional offset of photometric redshifts from
spectroscopic values for the field sample. The median offset is (zspec −
zphot)/(1 + zspec) = −0.005 ± 0.003 with a dispersion of 0.13.

for sources that are bright enough to be detectable. Adjusting the
IGM absorption coefficient in the SED model can reduce this
systematic !z offset (e.g. Wardlow et al. 2011). The IGM effective
absorption optical depth of each model is drawn from a Gaussian
distribution centred at the mean value given in Madau (1995),
with a standard deviation of 0.5. We, therefore, rerun MAGPHYS

for the spectroscopic sample with IGM absorption coefficients
between 0.2 and 1.0 of each drawn model value. From this test,
we find that tuning the IGM coefficient to 0.5 of the initially drawn
value minimises the systematic offset between the spectroscopic
and photometric redshifts above z ∼ 2, whilst maintaining the
closest match at lower redshift, thus we adopt it in any subsequent
analysis. In Fig. 4, we show the comparison of the spectroscopic
and photometric redshifts for the field galaxies and SMGs. We see
that for the SMGs the three most extreme outliers are optically
undetected, leading to uncertain estimation of their redshifts. The
fourth outlier is a secondary ALMA source within a single SCUBA-
2 map, where the optical photometry may have been mismatched.
Over the full redshift range, the offsets between the spectroscopic
and photometric redshifts for all 6,719 field galaxies is !z/ (1 +
zspec) =−0.005 ± 0.003, and !z/ (1 + zspec) =−0.02 ± 0.03, with
a 1σ scatter of !z/ (1 + zspec) =0.13, if we just consider the 44
SMGs. The photometric redshift accuracy we obtain is comparable
to that found for SMGs in the COSMOS field by Battisti et al.
(2019).

We check what effect the error on the photometric redshift has
on our inferred physical properties by running MAGPHYS on the
AS2UDS sub-sample of 44 SMGs with spectroscopic redshifts
at their fixed spectroscopic redshifts. We investigate whether the
change in the derived value of the property at the spectroscopic
redshift and the photometric redshift is encompassed by the quoted
errors (at the photometric redshift and including the covariance
due to the uncertainty in this value) by calculating the fractional
difference, Xspec/Xphot, where X is any given parameter. The change
for all the predicted parameters was, on average, less than !15 per
cent, which is less than the typical errors. Therefore, we confirm

that the error uncertainty effect on any given parameter is captured
in its error range and is not affecting final parameter distribution.

3.2 Modelling EAGLE galaxies with MAGPHYS – a comparison
of simulated and MAGPHYS derived properties

As well as empirically testing the reliability of the predicted
photometric redshifts from MAGPHYS, we also wish to test how
well the other MAGPHYS-derived parameters are expected to track
the corresponding physical quantities. This is more challenging, as
we lack knowledge of the ‘true’ quantities (e.g. stellar mass or star-
formation rate) for observed galaxies in our field and so we have
to adopt a different approach. We, therefore, take advantage of the
simulated galaxies from the Evolution and Assembly of GaLaxies
and their Environments (EAGLE; Schaye et al. 2015; Crain et al.
2015) galaxy formation model to test how well MAGPHYS recovers
the intrinsic properties of realistic model galaxies.

The EAGLE model is a smoothed-particle hydrodynamical
simulation that incorporates processes such as accretion, radiative
cooling, photoionization heating, star formation, stellar mass loss,
stellar feedback, mergers, and feedback from black holes. The full
description of the simulation as a whole can be found in Schaye et al.
(2015) and the calibration strategy is described in Crain et al. (2015).
The most recent post-processing analysis of the model galaxies
in EAGLE includes dust reprocessing using the SKIRT radiative
transfer code (Baes et al. 2011; Camps & Baes 2015). This yields
predicted SEDs of model galaxies covering the rest-frame UV-to-
radio wavelengths (e.g. Camps et al. 2018; McAlpine et al. 2019),
and is calibrated against far-infrared observations from the Herschel
Reference Survey (Boselli et al. 2010). Our primary goal here is
to run MAGPHYS on the model photometry of EAGLE galaxies
and so test whether the uncertainties on the derived quantities
from MAGPHYS encompass the known physical properties of the
model galaxies. This will provide us with a threshold that we can
use to test the significance of any trends we observe in our real
data in Section 4. We stress that MAGPHYS makes very different
assumptions about the star-formation histories and dust properties
of galaxies than are assumed in EAGLE and SKIRT and so this should
provide a fair test of the robustness of the derived parameters from
MAGPHYS for galaxies with complex star-formation histories and
mixes of dust and stars.

To select a sample of galaxies from the EAGLE model, we use
the largest volume in the simulation set – Ref-L0100N1504, which
is a 100 cMpc on-a-side periodic box (total volume 106 cMpc3).
However, we note that the volume of even the largest published
EAGLE simulation contains only a modest number of high-redshift
galaxies with star-formation rates (or predicted 870-µm flux densi-
ties) comparable to those seen in AS2UDS (McAlpine et al. 2019).
As a result, to match the observations as closely as possible, but
also provide a statistical sample for our comparison, we select all
9,431 galaxies from EAGLE with SFR > 10 M# yr−1 and z > 0.25,
but also isolate the 100 most strongly star-forming galaxies in the
redshift range z = 1.8–3.4 (the 16–84th percentile redshift range of
our survey). To be consistent with the observations, for each model
galaxy, we extract the predicted photometry in the same photometric
bands as our observations and run MAGPHYS to predict their physical
properties.

We show the comparison of intrinsic EAGLE properties versus
derived MAGPHYS properties for these 9,431 galaxies online (Fig.
A2 in Appendix A). We concentrate our comparison on the stellar
mass, SFR, mass-weighted age, dust temperature, and dust mass,
since these are the quantities we will focus on in Section 4. We note
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Figure 3. The observed-frame optical to radio SEDs of four example AS2UDS SMGs selected to have a decreasing number of photometric detections: 22/22
in the top left-hand panel; 16 in the top right panel; 11 in the bottom left panel; and 5 in the bottom right panel. Limits in the optical/near-infrared wavebands
(U- band to IRAC 8 µm) were treated as 0 ± 3σ , while those beyond 10 µm (MIPS 24µm to Radio 1.4GHz) are set to 1.5σ ± 1σ . These limits are indicated as
arrows. The solid line shows the predicted SED at the peak redshift of the best-fit PDF. The inset plots show the redshift probability distributions. As expected,
as the number of photometric detections decreases, the redshift distribution becomes wider and the predicted photometric redshifts become more uncertain.
For reference, of our 707 SMGs, 50 per cent have ≥ 11 photometric detections, while 82 per cent have ≥ 5 detections.

broadens. For our full sample of SMGs, the median number of bands
that are detected is 12, which yields a median 16–84th percentile
redshift range on any given SMG of "z = 0.50. For reference, the
median uncertainty for the 18 per cent of SMGs that are detected in
≤6 bands is "z = 0.86. Note also that in some cases the reduced
χ2 decreases as the number of detections decreases. This does not
necessarily indicate a better fit, but rather often reflects the large
uncertainties in non-detected wavebands.

Finally, before testing the accuracy of the photometric redshifts,
we ensure that the energy balance technique is appropriate and
the far-infrared photometry is not affecting the redshift prediction
significantly. We run MAGPHYS on SMGs with K-band detections
including only photometry up to 8 µm and compare the predicted
photometric redshifts to the values derived using the full UV-to-
radio photometry. We find that the scatter of photometric redshifts
is within the error range as the median is (zfull − z≤8 µm)/(z84th

full −
z16th

full ) = 0.11 with 68th percentile range of -1.0–0.95. Thus, coupling
far-infrared information into the estimation of photometric redshifts
is not introducing any significant biases.

3.1 Testing against spectroscopic redshifts

Before discussing the redshift distribution of our SMGs, we first
confirm the reliability of MAGPHYS to measure photometric red-
shifts, and critically their uncertainties (see also Battisti et al. 2019)
by comparing the photometric and spectroscopic redshifts for both
the SMGs and the field galaxies in the UDS.

First, we run MAGPHYS on all 6719 K- band detected galaxies
in the UKIDSS DR11 catalogue that have archival spectroscopic
redshifts, and that have no photometric contamination flags (Smail
et al. 2008; Almaini et al., in preparation; Hartley et al. in prepa-
ration). This includes 44 of the SMGs from our sample (including
new spectroscopic redshifts from KMOS observations; Birkin et al.
in preparation). We note that it is possible, and indeed probable,
that given the wide variety of sources from which these redshifts
were taken and the faintness of many of the target galaxies, that
some of these spectroscopic redshifts are incorrect. As a result, we
concentrate on the quality of the agreement achieved for the bulk of
the sample, giving less emphasis to outliers. We also note that, given
the heterogeneous sample selection, the sample contains a mix of
populations, which is likely to include an increasing fraction of AGN
hosts at higher redshifts, the SEDs for which are not reproduced by
the current version of MAGPHYS.

We further isolate a sub-sample of all field galaxies with no pho-
tometric contamination flags above z = 2 and include 500 galaxies
with spectroscopic redshifts below z = 2 to form a field sample
biased towards higher-redshift/fainter sources that is more represen-
tative of the distribution of high-redshift SMGs. MAGPHYS run on
this sub-sample yields a median offset between the spectroscopic
and photometric redshifts of "z/ (1 + zspec) = 0.004 ± 0.001,
although with larger systematic offsets at redshift above z $ 2.5
("z/ (1 + zspec) = 0.040 ± 0.003). At these redshifts, the photo-
metric redshift has sensitivity to the IGM opacity as the Lyman
break (rest-frame 912–1215 Å) pass through the observed B band
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the higher their infrared excess. Galaxies populate this relation in theway that would be expected if we take
a screen geometry of Milky Way-like dust [527].

The accuracy with which this IRX-β calibration can correct for dust attenuation in high-redshift
galaxies has been recently called into question by the first deep ALMA observations of high-redshift
LBGs. In particular, observations by Capak et al. [445] and Bouwens et al. [528] using ALMA Band 6
(approx. 1 mm) find that the infrared luminosities of z * 4 LBGs measured using ALMA are
significantly lower than what would be predicted from their UV slopes using the local Meurer
relation. Indeed, they seem to be more consistent with an SMC-like dust extinction curve ([529],
figure 22). These results are tantalizing because they may indicate a rapid evolution of the dust
content and/or dust properties of star-forming galaxies in the first billion years of cosmic history, and
they have generated a good amount of discussion in the community and in the recent literature.

For example, Bowler et al. [530] obtained Band 6 (1.3 mm) ALMA observations of six z≃ 7 LBGs; they
detect only one of the sources, but using that detection and upper limits, and assuming a dust
temperature Tdust = 40–50 K, they conclude that the infrared excess in their sources is consistent with a
Calzetti-like attenuation law, contrary to the findings of Capak et al. [445], Bouwens et al. [528], and
also Barisic et al. [531], who reanalysed the sample of Capak et al. [445] (figure 22). Part of the
disagreement might be due to a different selection of targets (e.g. Capak et al. [445] also included
narrow-band selected LAEs in their sample). Their results appear to disagree strongly with the
Bouwens et al. [528] result, and Bowler et al. [530] argue that the disagreement might be due, at least
in part, to the fact that stacks on β bins tend be biased towards low IRX values, as described by
McLure et al. [532]. We delve into the measurement uncertainties plaguing the IRX-β diagram below.

The impact of measurement uncertainties. Measurement uncertainties and biases may indeed be quite
significant in understanding this problem. McLure et al. [532] offer what they call a not definitive but
plausible explanation for some of the results that seem to fall below the SMC curve: that this is due to
uncertainties in measuring the UV slope (see also [533]). They argue that a combination of β
measurement uncertainties, with the shape of the mass function, plus the steepness of the IRX-β
relation at blue UV slopes, means that a given β bin may be easily contaminated by bluer galaxies,
which can lead to a lower stacked IR luminosity and hence lower derived IRX for that bin. Popping
et al. [399] also explore the effect of poor photometric sampling of the rest-frame UV spectra on the
measurements of the UV slope using their models and find that this can cause significant artificial
scatter in the IRX-β plane; they conclude that to measure β reliably we need a filter combination that
at least probes the rest-frame FUV (approx. 1250 Å) and rest-frame NUV (approx. 3000 Å)
wavelengths. The importance of accurate UV slope measurements is also highlighted by the analysis
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Figure 22. The IR excess as a function of UV slope for samples of galaxies observed with ALMA at z > 4. The solid line shows the
relation expected for a screen of MW-like dust, while the dashed line shows the relation for SMC-like dust. The rest-frame far-IR
observations now possible with ALMA in low-mass, optical/near-IR-selected galaxies have allowed the IRX-β calibration (and its use
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ALMA: Evolution in 
the dust attenuation 
curve at high-redshift?

Bowler+2018



Some current/
future challenges

1) SED physics at high-redshift, e.g., 
• Low metallicity stellar populations [ionizing flux, 

especially HeII excess]: importance of stellar 
binarity (e.g., Eldridge & Stanway 2012), rotation 
(e.g., Levesque+2012), low-mass X-ray binaries 
(e.g., Schaerer+2019) 

• Possible evolution of dust content and dust 
attenuation curves 

• IMF??? 

2) Spatial offsets between stellar and dust emission: at 
what point does the energy balance assumption break 
down? 

that several of the SMGs break up into a small number of
kiloparsec-scale clumps. To test this, we used CASA to simulate
16 observations of smooth exponential disks with the same
angular resolution and noise levels as the observations in
Figure 7. The parameters of the input model were tuned to the
typical parameters observed in our SMGs: an effective radius
of = ´R 0. 26e , an axis ratio of 0.5, and a total flux density of

~mS 6.5870 m mJy. Several examples of simulated maps are
shown in Figure 7 along with the real data, where, just as with
the real data, we have selected those that are clumpiest in
appearance. Indeed, many of the simulated exponential disks
break up into a small number of closely spaced emission peaks,

similar to the observed high-resolution maps. This experiment
highlights that caution should be exercised when identifying
structure in high-resolution interferometric maps at this S/N
level (S/N∼5–10).
As a more quantitative analysis, we fit each observed SMG

with a 2D elliptical Gaussian and subtracted the resulting
model of the smooth emission from the high-resolution map.
We find that none of the SMGs have residual structures with
peak fluxes >3σ. Of the six SMGs with residuals between 2.5
and 3σ, the strongest residual (2.9σ) is due to the possible
structure to the east of the main peak in ALESS 73.1 (Figure 7).
Recognizing that any smooth contribution may be over-

estimated by this crude method, we note that in all of the
sources except for ALESS 15.1, the candidate clumps are only
distinct from each other at the 1–2σ level even before the
subtraction, again consistent with the smooth-disk simulations.
The clump candidates in ALESS 15.1 (Figure 7) are the only
candidates thatare separated in brightness by >4σ in the high-
resolution maps. These candidates have peak flux densities of
0.8–1.0 mJy beam−1, integrated flux densities of 2.8–4.2 mJy,
and FWHM areas of 2.3–2.8 kpc2 (assuming =z 1.93;phot
Simpson et al. 2014). If this structure is real, then scaling the
total estimated star-formation rate (130 :M yr−1; Swinbank
et al. 2014) by the ratio of the integrated flux density in each
clump over that of the source as a whole gives star-formation
rate surface densities of ∼15–20 :M yr−1 kpc−2 (see Simpson
et al. 2015b). It is possible that these two clump-like structures
are the cores of merging galaxies, though we have no way to
distinguish between these scenarios with the current data. We
find no strong evidence for corresponding structure in the HST
H160-band image (see Figure 11), though the counterpart is very
faint. We conclude that while there may be a hint of clump-like
dust emission in the current 870 μm data on ∼kiloparsec scales,
higher signal-to-noise observations at higher spatial resolution
are required to confirm whether these clumpy structures are
indeed real.

Figure 5. False-color images (4 6×4 6 each) constructed from a combination of HST and ALMA data for a selection of SMGs with the most complete data from
our sample, showing the 870 μm (red), I 814-band (green) and H160-band imaging (blue). The asymmetric, morphologically complex stellar continuum emission
appears to be largely uncorrelated with the sites of the significantly more compact and disk-like ongoing dusty star formation

Figure 6. Curves of growth for the fraction of the flux density within a ´1. 5
radius aperture in the ALMA 870 μm and HST H160-band images. The solid
lines show the median, and the shaded regions show the source-to-source
scatter. The top axis denotes the physical scale for a typical redshift of ~z 2.5.
The obscured star formation traced by the ALMA 870 μm emission appears to
be significantly more compact than the unobscured stellar emission.
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HST (stellar emission) and ALMA (dust emission) 
in z~2 starbursts (SMGs) 

Hodge+2016; see also Inami+2022

How do we deal with this?



Some current/
future challenges

1) SED physics at high-redshift, e.g., 
• Low metallicity stellar populations [ionizing flux, 

especially HeII excess]: importance of stellar 
binarity (e.g., Eldridge & Stanway 2012), rotation 
(e.g., Levesque+2012), low-mass X-ray binaries 
(e.g., Schaerer+2019) 

• Possible evolution of dust content and dust 
attenuation curves 

• IMF??? 

2) Spatial offsets between stellar and dust emission: at 
what point does the energy balance assumption break 
down? 

3) In the IFU era, what is the best way to combine 
spatially-resolved spectral and photometric 
information?  

example: spatially-resolved SED fitting (including spectra) in 
NGC 309

Abdurro’uf+2021



JWST - are there really massive galaxies at z~10?

Labbé+2022

Many more massive galaxies at 
high-z than previously thought! 

Did the formation of massive 
galaxies start earlier than we 
thought? 

But: all this relies on heavily on 
SED modelling!



Conclusion

• Amazing developments in SED modelling in the last decade or 

so: many new codes suited for many purposes 

• Code sophistication is increasing, with the goal of extracting as 

much information as possible from observations 

• But: we must continue testing the assumptions and physical 

ingredients that go into the models, especially when starting to 

explore new regions of the parameter space and observations 

• For discussion: what is missing in the models? How can we test 

them/falsify them better?


