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1.  GLEAM source counts at 88, 118, 154 & 200 MHz as 
tracers of source population behaviour 

2.  Relative contribution of system noise, classical confusion & 
sidelobe confusion in GLEAM 
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Radio source counts 
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•  Radio source counts embody information 
about extragalactic source populations 
and their evolution (i.e. space density) 
over cosmic time 

•  Knowledge of low-frequency sky (< 200 
MHz) poor compared with that at 1.4 GHz 

•  Low-frequency surveys sensitive to 
sources with steep synchrotron spectra, 
unbiased by relativistic beaming effects - 
complementary view to GHz surveys  

•  Low-frequency counts useful for 
interpretation of EoR data Compilation of 1.4 GHz  

counts by de Zotti et al. (2009) 

9

Fig. 5 Normalized differential source counts at 1.4 GHz. Note that the filled diamonds show
the counts of AGNs only, while all the other symbols refer to total counts. Reference codes
are spelt out in the note to Table 5. A straightforward extrapolation of evolutionary models
fitting the far-IR to mm counts of populations of star-forming (normal late type (spirals or
sp), starburst (sb), and proto-spheroidal) galaxies, exploiting the well established far-IR/radio
correlation, naturally accounts for the observed counts below ∼ 30 µJy (see § 6). At higher
flux densities the counts are dominated by radio-loud AGNs: the thick solid line shows the fit
of the same model as in Fig. 4. The dot-dashed line shows the counts of γ-ray burst (GRB)
afterglows predicted by the Ciardi & Loeb (2000) model.

Discrete sources stand out from this background by virtue of apparent high differ-
ential surface brightness, ∆Tb. The simple relations linking ∆Tb to point-source flux
density (via the Rayleigh-Jeans approximation and the radiometer equation incorpo-
rating telescope and receiver parameters) appear in basic radio astronomy texts, e.g
Burke & Graham-Smith (1997).

Surveys are complete only to a given limit in ∆Tb, translating to Jy per beam
area2. For point sources, this limit is clearly defined. For extended sources, the total
flux density

Sν =

∫

Ω

Bν(θ, φ)dΩ, (1)

i.e. the incremental brightness B must be integrated over the extent of the source to find
the total flux density. If a source is extended and its brightness temperature is constant
across the beam response, then given the Rayleigh-Jeans approximation B = 2kBTb/λ2

2 1 Jy (Jansky) = 10−26 WHz−1 m−2 or 10−23 erg cm−2 s−1 Hz−1
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Measuring the GLEAM counts 
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•  Final GLEAM image products include 4 deep wideband mosaics centred at 
88, 118, 154 and 200 MHz 

•  Use GLEAM extragalactic catalogue by Hurley-Walker et al. (2016) to 
measure counts at 200 MHz 
o  307,455 components detected in 200 MHz mosaic 
o  Covers area of 24,831 deg2 below Dec +30° 

•  Construct additional, complete source samples at 88, 118 & 154 MHz to 
measure counts at these frequencies 

•  Correct counts for incompleteness, Eddington bias and source blending 
using Monte Carlo simulations 
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GLEAM multi-frequency counts 
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Comparison with other counts at 154 MHz 
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•  Below ~1 Jy, TGSS counts are ≈ 10% lower than GLEAM counts 
•  May be due to missing low surface brightness emission in TGSS 
•  GLEAM resolution at 154 MHz is ≈ 3 arcmin 
•  TGSS resolution is 25 arcsec  
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Comparison with other counts at 88 MHz 
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•  TGSS and VLSSr counts agree within 2-3% 
•  GLEAM resolution at 88 MHz is ≈ 5 arcmin 
•  VLSSr resolution is 75 arcsec  
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Dependence of spectral index on flux density and frequency 

α = -0.8 

α = -0.4 

α = -1.0 

α = -0.6 

α = -1.2 

•  At S154 > 0.5 Jy, no significant 
change in shape of GLEAM counts 
at 88, 118, 154 and 200 MHz 

•  Spectral index scaling of ≈ -0.8 
provides remarkably good match 
between counts 

•  No evidence of any flattening in 
average spectral index with 
decreasing frequency 

•  Below 0.5 Jy, tentative evidence 
that flatter spectral index provides 
better match between counts     

Ratio of 200 to 154 MHz counts 

Ratio of 118 to 154 MHz counts 

Ratio of 88 to 154 MHz counts 

Spectral index scaling 

0.8

1.0
1.2
1.4

0.8

1.0

1.2

R
es

id
ua

l d
N

/d
S 

S2.
5

0.6
0.8
1.0
1.2
1.41.6

0.1 1 10
154 MHz flux density [Jy]



9
Source counts and confusion across the MWA GLEAM 72-231 MHz band
 9


Spectral index properties 

αmedian = -0.79 

•  Select 53,079 sources with S200 > 0.1 Jy in deepest ≈ 6,500 deg2 region of GLEAM 

•  Statistically complete sample with good quality sub-band fluxes 

•  97% of these sources have 70-230 MHz spectra that are well fit by power law 

αmedian flattens by ≈ 0.1 
between 0.5 and 0.1 Jy 
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LOFAR + MWA counts at 154 MHz 
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SKA Design Study (SKADS) model predictions 
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•  SKADS model by Wilman et al. (2008) in wide use to optimise SKA design 
•  Also valuable tool in interpretation of existing radio surveys 
•  151 MHz SKADS model significantly underpredicts GLEAM counts 

o  Number of sources underpredicted by ≈ 50% at 2 Jy 

•  Possible explanations: 
o  Excessive curvature assumed in spectra of simulated sources 
o  Limited volume being sampled biases against rare, bright sources  

Comparison with 151 MHz SKADS model Comparison with 610 MHz SKADS model 
extrapolated to 154 MHz assuming α = -0.8 
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Limits of noise and confusion in 
GLEAM 
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Errors in low-frequency images 
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3 basic sources of error in a low-frequency image formed with an array:  
–  System noise 
–  Classical confusion 
–  Sidelobe confusion 

B
hatnagar et al. (2008) 

SIDELOBE confusion: 
Noise in image due to 
undeconvolved (or poorly 
deconvolved) sources. 

CLASSICAL confusion:  
Combined signal from many 
random faint sources within 
synthesised beam 

Sky temperature at 154 MHz 
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Sensitivity across MWA band close to zenith 
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Thermal noise estimated from Stokes V mosaics - negligible at all frequencies 
à Excess background noise due to a combination of classical & sidelobe confusion 

Thermal 

Measured 
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Estimating the classical confusion noise 
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Vernstrom et al. (2014) 

Deep 3-GHz Number Counts from a P(D) Fluctuation Analysis 3

Table 1. Image properties for the wide-band VLA data. The
reported noise values are all after correction for the primary beam
and frequency weighting e↵ects, with ⇢ being the distance from
the pointing centre. The clean beam size, ✓b, is the Full Width
Half Max, FWHM, and the synthesized beam solid angle, ⌦b, is
(✓2b⇡)/(4ln2).

Quantity Value Unit

h⌫i in centre 3.06 GHz
h⌫i at 5 arcmin 2.96 GHz
h⌫i inside 5 arcmin Ring 3.02 GHz
Pixel size 1.252 arcsec
Clean beam FWHM, ✓b 8.00 arcsec
Beam solid angle, ⌦b 72.32 arcsec2

�n(⇢=0) 1.08 µJy beam�1

�n(⇢ = 50) 1.447 µJy beam�1

�n(⇢ 6 50) 1.255 µJy beam�1

formed using the Obit package (Cotton 2008)2, and are
described in detail in CO12. The VLA S-band contains 16
separate frequency sub-bands, which were cleaned simulta-
neously and then used to create a 3-GHz wide-band im-
age. The sub-bands were weighted to maximize signal-to-
noise for sources having spectral indices near ↵ = �0.7, the
mean spectral index of faint sources found at frequencies
around 3GHz (Condon 1984). The final wide-band image,
and the 16 sub-band images, have circular 8 -arcsec synthe-
sized beams. The FWHM of the primary beam ranges from
21.6 arcmin at 2GHz to 10.8 arcmin at 4GHz. Because of the
weighting used to combine the individual images, the pri-
mary beam of the wide-band image is frequency-dependent,
so the e↵ective frequency h⌫i of the image decreases with
radial distance from the pointing centre. Table 1 provides a
summary of the image properties.

3 METHOD

In order to model the source count below the current cut-
o↵s, the method of P(D), or probability of deflection, is used.
This method was introduced by Scheuer (1957) as the prob-
ability of pen deflections on a chart-recorder from a single
baseline of a two-element radio interferometer. The P(D)
distribution of an image is the distribution of pixel intensi-
ties (Jy beam�1), or the “1-point statistics”, which depends
on the underlying source count. Condon (1974) and Scheuer
(1974) gave analytical derivations of P(D) for a single power-
law model of a source count. The method which has been
most often applied is to count the objects in the map brighter
than some cut-o↵ (usually about 5�n) and use P(D) analysis
for the faint end of the count, constraining an amplitude and
a slope. A similar approach with the VLA data described
here was carried out in CO12, where a simple power law
was fit to the count below 10µJy. In this paper we follow
the more computationally intensive approach of Patanchon
et al. (2009) to apply a histogram-fitting procedure for the
full range of image source brightnesses. This approach does
not require that the source count model be a power law, al-
lowing for more flexibility in accurately modelling the true

2 http://www.cv.nrao.edu/~bcotton/Obit.html

source count. For completeness we give here a brief summary
of the statistics of P(D), providing some specific details on
how we applied this to the 3GHz VLA data. For more de-
tailed derivations see Condon (1974), Takeuchi et al. (2001),
and Patanchon et al. (2009).

3.1 Probability of deflection

The deflection, D, at any point (pixel) is an image intensity
(in units such as Jy per beam solid angle) at that point.
P(D) is then the probability distribution of those deflections
in some finite region of the image. The di↵erential number
count dN(S)/dS is the number of sources per steradian with
flux densities between S and S + dS per unit flux-density
interval. The relative point spread function (PSF) B(✓,�)
is the relative gain of the peak-normalised CLEAN beam at
the o↵set of a pixel from the source3. The image response
to a point source of flux density S at a point in the PSF
where the relative gain is B is x = SB(✓,�). The mean
number of source responses (e.g. pixel values) per steradian
with observed intensities between x and x + dx is R(x)dx
(see Condon 1974, for example), with

R (x) dx =

Z

⌦

dN

dS

✓
x

B(✓,�)

◆
B(✓,�)�1

d⌦ dx . (1)

The PDF, or probability distribution function, for the
observed flux density in each sky area unit (in this case an
image pixel) is the convolution of the PDFs for each flux
density interval over all flux densities – this is P(D). The
convolution in the image plane is just multiplication in the
Fourier plane of the individual characteristic functions. In
this case D is the total flux density from all sources with
the observed flux density x. Thus, P (w) is

p(!) = exp

Z 1

0

R (x) exp (i!x) dx�
Z 1

0

R (x) dx

�
, (2)

and P(D) is the inverse Fourier transform of this,

P (D) = F�1 [p(!)] . (3)

The P(D) distribution in a noisy image is the convolu-
tion of the noiseless P(D) distribution with the noise inten-
sity distribution. Convolution is equivalent to multiplication
in the Fourier transform plane, and the Fourier transform of
a Gaussian is a Gaussian, so for Gaussian noise with rms
�n,

4

P (D) = F�1


p(!) exp

✓
��

2
n!

2

2

◆�
. (4)

3 An assumption with the P(D) method is that the PSF is con-
stant across the image. With single dish observations or those
done at other wavelengths, such as sub-mm or infrared, this may
not always be the case. However, with our interferometric im-
age the synthesized beam is set before transformation from the
Fourier plane to the image plane. Thus, with our VLA data the
PSF is a constant size and shape across the entire image
4 In the case of single dish observations, or steep-slope counts
(� > 2), the mean deflection above absolute zero µ should also be
subtracted o↵, such that D would then represent the deflection
about µ rather than zero. The mean deflection can be found from
µ =

R
xRdx. The zero point of the P(D) distribution is lost in

an interferometer image, which has no “DC” response to isotropic
emission, so the zero point must be a free parameter when fitting
our VLA data to model P(D) distributions.

c� 2013 RAS, MNRAS 000, 1–21
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Figure 2. Measurements and estimates of the instrumental noise using the jackknife method (first two panels) and Stokes V method (second two panels) for
two of the pointings. The black solid lines are from the pixel histograms of the images and the red dashed lines are fitted Gaussians. The quoted values are the
measured rms from the image pixel values, while �

Fit

is the width of the fitted Gaussian.

as

S(x, y) =
X

i

Si(x, y)

(�
n,i/pi(x, y))2

, (6)

where S(x, y) is the final flux density of the pixel, Si(x, y) is the
flux density in pointing i, �

n,i is the noise in pointing i and pi(x, y)
is the primary beam correction of pointing i at position (x, y). This
results in non-uniform noise across the field. The resulting instru-
mental noise for the full mosaic is shown with contours in Fig. 1.
The actual procedure used to combine the pointings is more com-
plicated than eq. (6), since, due to the wide bandwidth, the primary
beam correction becomes frequency dependent. LINMOS takes into
account the bandwidth used, as well as the spectral index infor-
mation found from MFCLEAN, to correct for the frequency effects.
This results in an effective frequency h⌫i in the field that varies with
distance from the centre, going from 1.75 to 1.4GHz, as shown in
Fig. 3.

3 PROBABILITY OF DEFLECTION

The goal of this work is to examine larger-scale emission, to quan-
tify it, and (if present) to determine what might be causing it. To
do this we employ the method of probability of deflection, or P(D)
analysis, the 1-point function (e.g. Scheuer 1957; Condon 1974;
Patanchon et al. 2009). This involves comparing observed and pre-
dicted histograms of the image to investigate the underlying source
count. Starting from a source count model, a predicted P(D) can
be generated, convolved with noise, and then fit to the observed
P(D). A more detailed explanation of P(D) analysis and derivation
of the equations used can be found in the papers cited above or
in V14, which we follow in detail. We briefly describe the steps
here. Starting with a model for the source count, dN /dS, we com-
pute R(x) as the integral of the count divided by the beam function
B(✓,�). R(x) is the mean number of pixels per steradian having
observed intensities between x and dx, with x ⌘ SB(✓,�), where
S is flux density. The predicted P(D) is then computed from the
Fourier transform of R(x), such that

Figure 3. Frequency dependence of the final mosaic image due to the wide-
band primary beam correction. The solid black line shows the effective fre-
quency h⌫i from the centre to the edge of the image, as a function of radius.
The inset is the full mosaic image, with the colour scale showing the change
in effective frequency.

P (D) = F�1


exp

✓Z 1

0

R (x) exp (i!x) dx�
Z 1

0

R (x) dx

◆�
.

(7)
An additional term can be added to account for image noise, as a
multiplication in the Fourier domain.

In order to fit an accurate P(D) with a source-count model
in this way, the shape of the beam and the image noise must be
well understood. Ordinarily one would use a Gaussian model of the
synthesized clean beam in the calculation of the model P(D), under
the assumption that it is not significantly different from the dirty

c� 2014 RAS, MNRAS 000, 1–17

154 MHz source count model 

Method of probability of deflection or P(D) analysis 

Fit to 154 MWA + LOFAR counts 
610 MHz SKADS model extrapol. to 154 MHz 

200 MHz (beam size = 2.2 arcmin) 
154 MHz (beam size = 2.6 arcmin) 
118 MHz (beam size = 3.4 arcmin) 
88 MHz (beam size = 4.8 arcmin) 
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Theoretical noise limit 
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à Background noise primarily due to sidelobe confusion at higher frequencies 
Possible origins for sidelobe confusion: limited CLEANing depth, source smearing due 
to ionosphere, far-field sources that have not been deconvolved 
 

Measured 

Classical 

Theoretical limit (thermal & 
classical confusion noise) 
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•  Estimate classical confusion noise from core width of source P(D) distribution 
•  Convolve source P(D) distribution with Gaussian representing thermal noise 

to obtain theoretical noise limit 
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Improvements using WSClean 2.4 
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•  WSClean 2.4 faster thanks to Clark 
optimisation 

•  CLEAN snapshots deeper & increase 
size of region CLEANed 

•  CLEAN entire image to 3σ, then 
CLEAN with mask from identified 
components to 1σ 

•  Results in ≈ 30% reduction in noise 

•  Implemented in GLEAM year 2 data 
reduction pipeline 

WSClean 1.10 (≈ 25,000 iterations, 40 deg image size) 
WSClean 2.4 (≈ 220,000 iterations, 40 deg image size) 
WSClean 2.4 (≈ 250,000 iterations, 55 deg image size) 
Theoretical limit 

2 min snapshot at 154 MHz 



18
Source counts and confusion across the MWA GLEAM 72-231 MHz band
 18


MWA phase 2 
128 new tiles 
•  72 in two compact hexagons in core for enhanced EoR capability 
•  56 on baselines up to 6 km for enhanced survey & imaging capability 
•  Commissioning to start end of this year 
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Summary 
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•  Derive GLEAM source counts at 200, 154, 118 & 88 MHz to high precision 
o  Sensitive to extended emission missed by other surveys 
o  Spectral index scaling of ≈ -0.8 provides remarkably good match between counts 

•  SKADS model significantly underpredicts 154 MHz counts 

•  Future work: measure local radio luminosity function of AGN and star-forming 
galaxies at 154 MHz 

•  Excess background noise in GLEAM primarily due to sidelobe confusion 
o  highlights need for further improvements in deconvolution imaging techniques 

•  Possibility of conducting sub-mJy continuum surveys with MWA phase 2 


