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MeerKAT

• 64x 13.5m Offset Gregorian Dishes. 
• L-band (0.9-1.67GHz) 
• UHF (0.58-1.0GHz) 
• S-band (1.75-3.5GHz)



MeerKAT





prime focus (A-Team)

offset gregorian (A-Team)

offset gregorian (sub 40 Jy)

6000 hours
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MeerKAT
Tsys = 30K
64 dishes

80% Aperture Efficiency
Dual Polarization



Sensitivity 

VLA: A/T ~ 450



Progress
• Currently AR1.5: 
• 32-dishes with receivers 

installed. 
• ROACH2 Correlator: 32-

inputs (16 dual polarization) 
• AR1.5 images and 

commissioning reports are 
available to the MLSPs. 

• April 2018 AR3: 
• 64-dishes with receivers. 
• SKARAB Correlator.



Timeline
• AR-1: 16 receptor array  

• First light: 30 June 2016 
• L-band receivers only 
• ROACH-2 correlator/

beamformer (CBF) 
• AR 2: 32 receptor array  

• 32 single-polarisation inputs 
(ROACH-2 CBF): 31 March 
2017 

• 32 dual-polarisation inputs 
(SKARAB CBF): late 2017 

• SKARAB CBF

• AR 3: 64 receptor array  
• Available by 31 March 2018 
• 64 dual-polarisation stations 
• SDP functionality 
• Hydrogen maser ensemble for 

time and frequency reference 
• ARs 4, 5 and 6 

• Functionality to be implemented 
after AR3 in these releases 
includes: 

• Full sub-array support for 
commensal observations 

• Narrow band imaging mode



April 2017



Correlator

DDR to HMC 
Hybrid Memory Cube uses stacked silicon and high 
speed serial interfaces — add independent memory 
interfaces to each processing node without running out 
of pins on the FPGA’s. 

Hickish et al 2016, A Decade of Developing Radio-Astronomy 
Instrumentation using CASPER Open-Source Technology 



MeerKAT AR1.5 Images
M83 Mosaic

IC1459

The MeerKAT Team & Paolo Serra



HIPASS J0358-81 with MeerKAT

The MeerKAT Team



MeerKAT Large Science Projects
 Priority Group 1

Radio Pulsar Timing: Testing Einstein's theory of gravity and gravitational radiation - Investigating the 
physics of enigmatic neutron stars through observations of pulsars. 7860
LADUMA (Looking at the Distant Universe with the MeerKAT Array) - An ultra-deep survey of neutral 
hydrogen gas in the early universe. 5000

 Priority Group 2

MESMER (MeerKAT Search for Molecules in the Epoch of Re-ionisation) - Searching for CO at high 
red-shift (z>7) to investigate the role of molecular hydrogen in the early universe. 6500
MeerKAT Absorption Line Survey for atomic hydrogen and OH lines in absorption against distant 
continuum sources. 4000
MHONGOOSE (MeerKAT HI Observations of Nearby Galactic Objects: Observing Southern Emitters) - 
Investigations of different types of galaxies; dark matter and the cosmic web. 6000
TRAPUM (Transients and Pulsars with MeerKAT) - Searching for, and investigating new and exotic 
pulsars. 3000
A MeerKAT HI Survey of the Fornax Cluster (Galaxy formation and evolution in the cluster 
environment). 2450
MeerGAL (MeerKAT High Frequency Galactic Plane Survey) - Galactic structure and dynamics, 
distribution of ionised gas, recombination lines, interstellar molecular gas and masers. 3300
MIGHTEE (MeerKAT International GigaHertz Tiered Extragalactic Exploration Survey) - Deep continuum 
observations of the earliest radio galaxies. 1950
ThunderKAT (The Hunt for Dynamic and Explosive Radio Transients with MeerKAT) - eg gamma ray 
bursts, novae and supernovae, plus new types of transient radio sources. 3000



Review of MeerKAT Large Projects

• A: high impact 
science that is 
uniquely well-
matched to the 
capabilities of 
MeerKAT  

• B-ranked: 
excellent science, 
but technically 
challenging.



MIGHTEE
Taylor & Jarvis

• The MeerKAT International GHz Tuned Extragalactic 
Exploration. 
• Originally tiered, without dedicated HI component. 
• Longer baselines to help with confusion. 

• 2016/17 Revision 
1. Number of pointings for effective survey area. 
2. Updated instrumental thermal noise. 
3. Increase in depth due to overlapping pointings.  
4. Confusion noise.



• Sensitivity 
• Originally: 1μJy/beam, 1500-h. 
• Revised: 1606-h. 

• L-band: 2μJy/beam, 816-h (confusion — Wilman et al. 2008, Condon et al. 
2012). 

• S-band: 1μJy/beam, 790-h. 
• Footprint 

• Original: 35 sq. deg. 
• Revised: ~20 sq. deg. effective in L-band, ~6 sq. deg. in S-band. 

• XMM-LSS, 6.7 sq. deg (L-band only). 
• E-CDFS, 8.3 sq. deg (L-band, S-band: 4 sq. deg.), commensal with LADUMA. 
• ELAIS-S1, 1.6 sq. deg (L-band only). 
• COSMOS, ~1 sq. deg. (L-band, S-band: 1.5 sq. deg.) 

MIGHTEE Survey Design



MIGHTEE Footprint
XMM-LSS E-CDFS ELAIS-S1

+COSMOS



MIGHTEE Science
• Quenching — the role of 

environment. 
• AGN polarisation as a probe of 

environment. 
• AGN fuelling and feedback. 
• Tracing the mechanical 

feedback from AGN jets. 
• HI as a direct probe of neutral 

gas accretion and feedback in 
AGN. 

• Large scale structure and 
cosmology. 

• Evolution of bias. 
• Weak lensing. 
• The Magnetic Cosmic Web. 
• Resolving Massive Galaxies out 

to Cosmological Distances. 
• Low-mass nearby galaxies 

(missing satellites). 
• Clusters and Magnetic Fields. 
• Emergence/evolution of 

Magnetic Fields in Galaxies. 
• Stacking.



MIGHTEE Science



• Proposal: Pilot Project with Upgraded GMRT (see 
Dharam Vir Lal’s Talk later), Taylor et al. 
• Resolution: ΘGMRT@600MHz ~ ΘMeerKAT@1400MHz 
• E-CDFS: 3x30-h pointings. 
• 550–850 MHz uGMRT band (band 4)  
• Theoretical: 2μJy/beam (MIGHTEE). 
• MIGHTEE/LADUMA partnership, exploiting 

complementarity. 

uGMRT-MIGHTEE 



uGMRT-MIGHTEE 
• Science 

• Star Formation History. 
• Faint AGN. 
• Steep Spectrum Objects. 
• Cosmic Magnetic Fields. 
• Atomic Hydrogen(!).

Ocran et al. 2017, Ocran et al. (in prep)



uGMRT-MIGHTEE
• Technical issues in prep for full uGMRT-MIGHTEE 

proposal: 
• DR, Confusion, optimal imaging for resolution/noise. 
• Commissioning and development of cloud-based 

pipelines (IDIA): calibration, imaging and analysis. 
• Joint deconvolution of uGMRT and MeerKAT data: ultra-

wideband MFS and RM Sythesis(!). 
• Limits of calibratability and instrumental effects. 
• High spatial/spectral resolution modelling of 

PKS0326-268 for off-axis correction.



MeerKAT (HI) Fornax Survey
PI: Paolo Serra

• Fornax Cluster: closest cluster visible in the south, 100 x 9-h, 12 sq. deg. 
1.Detect the tails of HI gas removed from galaxies living in Fornax.  
2.Study the HI mass function in Fornax. 
3.Physical processes driving galaxy evolution in clusters. 
4.Detect the faint HI gas which should be found between galaxies in the 
cosmic web. 

Kenney et al. 2004
HCG 44, Serra et al. 2013.



  

External (to site) data flows

Simon Ratcliffe and the SKA-SA SDP



MeerKAT Data Products
• Simon Ratcliffe and SDP 

• Calibrated, flagged, full time and spectral 
resolution visibility data (medium term storage) + 
10x reduced product (indefinite)  

• Full res is 0.5 Hz / 32,768 channels + per vis flags 
• HDF5 native with MSv2 and FITS export (subset)  
• Vis Data + Cal Tables 



Science With MeerKAT
• Science surveys need a home for processing, analysis and 

calibration — beyond SDP.  
• Inter-University Institute for Data Intensive Astronomy 

(IDIA). 
• Partners: UCT, UWC, UP, NWU. 
• Support and resources for MeerKAT science community.  
• Pathfinder for SKA Regional Science Data Centre 

(partner with SKA-SA, ASTRON and IBM-Dome). 
• Federated cloud based data centre.



IDIA
• First roll-out of data centre is up: 

• 40 compute nodes. 
• 2.6GHz Xeon processors.  
• 32 cores. 
• 256GB RAM. 
• 4 nodes with 2x NVidia P100 GPUs. 

• Combination of POSIX, Block and Object Store. 
• 0.5PB Initial storage (to be expanded in 2018) 
• 10Gb/s network access to MeerKAT Archive. 
• Located at UCT. 
• OpenStack, with Singularity containers and Jupyter Hub.





Typical Data Flow



IDIA
• MoU with NRAO to co-develop CASAPY functionality. 
• SAP: industrial partner. 
• ASTRON/IBM-Dome/SKA-SA/IDIA Pathfinder 

Science Regional Data Centre. 
• Many MLSPs have co-Is (or PIs) at IDIA institutions. 
• Initial proposal for project based resources (virtual 

hardware & people). 
• Transition to Tier 2 Data Intensive Research Cloud 

(supported by South African DST).



Data Transport Project
Based on SKA DELIV

Data Request 
Client
Request data products and 
to query the status of the 
data delivery

Data Request 
Service
The main engine of the 
transfer service. It accepts 
requests from the DSS and 
queues these until other 
resources are ready to 
distribute each file.

Data Transfer Service
used to manage the transfers. It is 
responsible for ensuring that the 
data is correctly and reliably 
transferred, with retries if an initial 
attempt fails. We are currently 
using the CERN developed FTS 
tool for this task.

SKA-SA/CHPC

Data Staging 
Service
used to get the data ready 
for transfer. This could either 
cause a file to be staged to 
the transfer node, or provide 
a URI or file handle to where 
the data currently sites.

System 
Storage
Posix/SWIFT

Data Preparation Service
used to do any preparation of the 
data before it is delivered, e.g., 
downsampling or conversion from 
HDF5 to MS format. Data 

Transfer 
NodeData Transfer Endpoint

is used to actually transfer the data. 
We are using GridFTP servers for 
this module.

Data 
Receiver 
Node

Data Transfer Endpoint
is used to actually transfer the data. 
We are using GridFTP servers for 
this module.

SKA-SA/CHPC

Science Processing Centre: 
IDIA/ASTRON

Control Data

Key



RSDC & Data Transport.

1

2

3

* SKA-SA: Project node installed in CHPC.
* SKA-SA to create DMZ for public interface.
* CHPC to assist with network points.
* Software to be installed/launched by IDIA.
Contacts: 
SKA-SA: Jeremy Main, Thomas Bennett, Simon Ratcliffe
CHPC: David Macleod
IDIA: Bradley Frank, Rob Simmonds, David Aikema

10Gbps link 
upgradeable to 

40-100Gbps



Fat	Node
Worker Worker Worker Worker

Head

Bare	Metal

Hadoop/Distributed	Storage Posix

Request for Access/Resources

Support

Support

PI/PUs



Data Processing
• Currently — prototyping: using single nodes. 
• Near future — deployment: Pipeline converted into a 

graph using Common Workflow Language. 
• Resources allocated per node: Mesos/SLURM/

Dagman…
Data 

Management 
& Averaging

Polarization & 
Cross 

Calibration

Flagging

SelfCal

DDE 
Calibration / 

Peeling

Continuum 
Subtraction

Data 
Gateway

Full 
Resolution

Visdata,  
Caltables

& Flagtables
(HDF5)

Averaged
Visdata & 
Caltables

(MS) Fast
Cube Store

IMAGE

Long Term 
Visibility 

Store
Fast Visibility 

Store

Joint 
Deconvolution

Catalogues
Cubes
Images

Spectral Line 
Imager

Cube 
Addition/

Mosaicking

Cube

Source Finding 
Moment 
Analysis

Deep/
Wide 
Cube

Image 
Continuum 
Subtraction

Calibrated 
Spectral 

Line 
Visdata

IDIA Tier-2 Facility

CALIBRATE

Return Archival or 
Legacy Data 

Product

Quality
Assurance

and
Visualization

Karoo 
Facility

Correlator
Solver

Flagging
QA Imager

Tier 1 
Facility

Cape Town

MeerKAT 
Archive
CHPC

Visual 
Analytics

Visualization
Analysis

ASTRON/IBM-
Dome Data 

Centre



Conclusions
• MeerKAT AR1.5 data is available to MLSPs for 

pipeline development. 
• Commissioning/Science-verification with MLSPs to 

start soon. 
• MeerKAT AR3 ready by April 2018. 
• Early science data soon thereafter. 
• IDIA: data processing, analysis and collaboration. 

• Pathfinder for the SKA Regional Science Data 
Centre.


